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Sirs:

The newly developed FDD transtorm (Frequency-vibration
Direction-vibration Direction) for seismic processing is more
powerful than the FK and FKK transforms that currently exist.
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A few months ago Terra Linda Group Inc, started the T-Vector software
development project. Although we believed that true vector processing
would prove to be very powerful, it has exceeded our wildest dreams.
As you can see from the enclosed tests, the FDD transform is extremely
powerful.

If your business needs better seismic data processing, then this
software is for you. For more information please contact your local
Terra Linda Group representative or call me at (415) 459-1943.

= -~ e
Gary 8. Gassaway !
dent, Ter Linda Group Inc.
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ADVANCES IN RELATION BETWEEN SEISMIC AND RESERVOIR ROCK
PROPERTIES
by

Amos Nur and Gary Mavko
Rockphysics Laboratory
Department of Geophysics
Stanford University

Abstract

The purpose of seismic imaging of reservoirs is to infer the spatial distribution of
rockmass properties, especially fluid flow related properties in heterogeneous rock
systems. Of interest are also the time change of these properties i.e., during steam
and water flooding, or gas injection. To use seismically imaged data, it is necessary to
transform seismic characteristics (velocities and attenuation) into rock properties of
interest:

w Porosity m Hydrocarbon type = Strength
m Permeability m Pore pressure m Compressibility
= Saturation m Insitu stress = Clay content

Experimental and theoretical results, obtained by us over the past decade, have
revealed several new relations between these properties and seismic properties.
Specifically, we have uncovered (1) the precise relation between velocity and
porosity in sandstones and sand, as a function of overburden pressure; (2) a relation
between permeability and velocity in clay bearing sandstone; (3) relation between
velocities, attenuation, and partial saturation (i.e., gas content); (4) the effects of
hydrocarbons in porous rocks, and the effects of temperature; (5) the relations
between rock strength and velocities; and (6) the seismic effects, especialiy aniso-
tropy, of kerogene in petroleum source rock.

These results together provide a major advance in our ability to transform seismic
images, such as 3-D seismic data cubes, or crosswell seismic data sets, into reservoir
property cubes or maps. Future planned work includes, besides further study of the
effects listed above, modeling and integration of wave propagation, reservoir
description and core and log data bases. Much of this will involve the development
of a fundamental model for porous rock with fluids, based on the extensive data we
now have on the one hand, and theoretical mechanics on the other.



P- AND S-WAVE VELOCITY RELATION IN SEDIMENTARY ROCKS

De-Hua Han

Unocal
SUMMARY

Measured velocity data suggest that shear velocity correlates with
compressional velocity linearly for consolidated sandstones. This study
revealed that the Vs-Vp relation of dry sandstones is controlled mainly
by mineral composition, and by porosity, and slightly by clay content,
pore structure, cementation and effective pressure. Water saturation
can significantly increase the slope of the Vs-Vp relation of shaly
sandstones. The Vs-Vp relationship of carbonate rocks is also
discussed. These results provide a guide to estimate 1ithology using
Vs-Vp relation, or shear velocity from measured compressional velocity
for sedimentary rocks.

INTRODUCTION

In additional to P-wave surveys, S-wave data from wireline logs and the
surface seismic acquisition are often necessary for today's hydrocarbon
exploration. The Vp/Vs ratio has been used as a lithology and fluid
saturation indicator for many years (Pickett, 1963; Gregory, 1977;
Castagna et al., 1985 and elsewhere). In the AVO technique, both Vp and
Vs are major inputs for evaluating fluid saturation of a target
reservoir. In many cases, however, there is no S-wave data available.
Seismologists have to make rough estimate of Vs and Poisson's ratio for
rock formations based on measured compressional velocity and field
conditions. Unfortunately, no correlations among Vp, Vs, lithology, and
other rock parameter have yet been carefully established. Variation of
Vp/Vs ratio with rock parameters and physical conditions has not been
fully investigated under controlled laboratory conditions. Therefore,
estimating Vs based on measured P-wave velocity, or using the Vp/Vs
ratio as a lithology and fluid saturation indicators are still
questionable. In this study, I investigate how the Vs-Vp relations (not
Vp/Vs ratio) of sandstones are affected by mineral compositions,
porosity, pore structure, clay content, cementation and other rock
parameters, and by fluid saturation and pressure conditions.

~-Vp RELATION FO S

Ten clean sandstone samples with porosities ranging from 5 to 20 percent
were measured under different pressure and fluid saturation conditions
(Han, 1987). These rocks are pure quratz aggregates. The quartz grains
with spherical shapes form a simple pore structure.

From the measured Vs and Vp at a differential pressure of 40 MPa, we
fouad that for dry clean sandstones, the Vs is linearly correlated to
the Vp as

Vs = 0.736 * Vp - 0.368 (1)



with a correlation coefficient 0.99 as shown in Figure 1. Equation (1)
tells us that the Vp/Vs ratio is not a constant, which increases with a
decrease of Vp. Better correlation between Vs and Vp than that between
velocity and porosity (Han, 1987) is not surprising because we are not
only take porosity into account, we also take pore structure and
cementation effects on velocities into account.

Our measured data suggest that the Vp/Vs ratio decreases with decreasing
differential pressure. For dry clean sardstones at a differential
pressure of 10 MPa, Vs can linearly correlated with Vp as

Vs = 0.703 * Vp - 0.190 (2)

with correlation coefficient 0.98. We can see (Figure 1) that the
differential pressure has a minor effects on the Vs-Vp relation. The
slope of the Vs-Vp relation decreases with decreasing the differential
pressure.

We found fluid saturation can change Vs-Vp relation significantly. 1In
contrast to the dry case, Vp for water saturated clean sandstones
increases while Vs decreases. Thus, the Vp/Vs ratio increases. For
water saturated clean sandstones at a different pressure of 40 MPa, the
Vs can correlate with the Vp linearly as

Vs = 0.776 * Vp - 0.663. (3)

When the differential pressure decreases, in contrast to the dry case,
the slope of the Vs-Vp relation for water saturated clean sandstones
increases slightly.

Vs-Vp RELATION FOR SHALY SANDSTONES

As is the case for clean sandstones, Vs for shaly sandstones also
linearly correlates with Vp. Velocity measurements were made on 59
shaly sandstones by Han (1987). Porosity of the samples ranges from 5
to 30 percent and clay content (volume fraction) ranges from 1 to 50
percent. The dry Vp and Vs measured on these samples at a confining
pressure of 40 MPa are shown in Figures 2a and 2b. Notice that for
clean sandstones, the Vp and the Vs show nice correlations with porosity
while for shaly sandstones, the data have considerable scatter. This
scatter is mainly caused by different clay contents, and is slightly
affected by differences in pore structure, cementation and mineral
composition (Han et al., 1986). However, the least-squares regression
of the Vs-Vp relation for dry shaly (59) and clean (10) sandstones at a
differential pressure of 40 MPa is extremely well defined as

Vs = 0.703 * Vp - 0.219 )

with a correlation coefficient of 0.99 as shown in Figure 3. The data
sugyest that although the samples contain clay from 0 (for cleaa
sandstones) to 50 percent (very shaly sandstones), and although the
effects of the clay fraction on the Vp and Vs are significant, no clay
effects on Vs-Vp relation were shown in Figure 3. The Vs-Vp relation is
similar to that for dry clean sandstones. Therefore, for dry shaly



sandstones, the effects of clay fraction on the Vs-Vp relation is small
and can be neglected.

For the dry shaly sandstones, Vp and Vs are linearly correlated with
porosity and clay content as follows (Han, 1987)

Vp=5.41 -6.35 %9 -2.87*C (5)
Vs

and
3.57 - 457 *¢ ~-1.83*C

Setting porosity equal to zero, and the clay content equal to 100
percent the 'dry clay point' velocities can be calculated.

Vpc = 2.54 km/s; Vsc = 1.74 km/s (6)

The 'dry clay point' velocity ratio, Vpc/Vsc, is equal to 1.46. This
value is slightly Tower than the velocity ratio of 1.5 for quartz
aggregates. A dry sandstone with a high clay content may have a lower
Vp/Vs ratio than the predicted by equation (4). We also found that
other mineral fraction than quartz and clays will cause a high Vp/Vs
ratio than the predicted.

We found that pressure effect on the Vs-Vp relation is very small.
The Teast squres regression of the Vs-Vp relation for 69 sandstones
at a differential pressure of 10 MPa is

Vs = 0.683 * Vp - 0.090. (7)

For dry sandstones, the Vp/Vs ratio increases with increasing the
pressure. The slope of the Vs-Vp relation at 10 MPa is slightly less
than that at 40 MPa. Therefore, the pressure effects on the dry Vs-Vp
relation can be predicted or even be ignored.

For water saturated sandstones, the measured data (Han, 1987) suggest
that Vs correlates with Vp Tinearly as

Vs = 0.795 * Vp - 0.834 (8)

as shown in Figure 4. The correlation coefficient is 0.97. We found
that the increase of Vp and decrease of Vs of water saturated shaly
sandstones are enhanced by an interaction between water and clay
fraction. Thus, the slope of the Vs-Vp relation for sha]y sandstones is
significantly higher than that for clean sandstones.

From velocities measured on water saturated shaly sandstones, the 'wet
clay point' were found by Castagna et al. (1985) and Han (1987)

Vpcw = 3.40 km/s; Vscw = 1.63 km/s  (9)
The 'wet clay point', as shown in Figure 4, is consistent with _he clay

effects on water saturated shaly sandstones. The mudstone line
presented by Castagna et al. (1985) is also shown in Figure 4.

Vs-Vp RELATION FOR CABONATE ROCKS



We have velocity data collected from a group limestone samples. with
intergranular porosities. The data were measured on dry samples at a
confining pressure of 40 MPa. Although the data show more scattering
than those for sandstones, the Vs correlates with the Vp linearly as

Vs = 0.50 * Vp + 0.255 (10)

shown in Figure 5. The correlation coefficient is 0.97. The Vp/Vs
ratio for limestone is not a constant. In contrast to sandstones, the
Vp/Vs ratio for Timestones decreases with decreasing Vp.

For limestone samples with a significant amount of clays, the Vp/Vs
ratio is lower than the value predicted using the regression line. This
may be a result from the low Vp/Vs ratio of dry clays (the dry clay
point, Vp/Vs = 1.46).

We measured velocity on vuggy limestone samples. Their velocities
decrease slightly with increasing porosities. However, the Vs-Vp
relation of vuggy limestones is similar to the limestone line

Vs = 0.515 * Vp + 0.06 (11)

as shown in Figure 5. This result suggest again that pore geometry has
a minor effect on the Vs-Vp relation. Mineral composition is the most
important factor to determine the Vs-Vp relation.

For dolomite, the data from 8 samples were measured by pickett (1963).
The Vs correlate linearly with the Vp as

Vs = 0.505 * Vp + 0.235. (12)

Usually dolomite have complicated mineral compositions and structures.
The data used here may not be typical. The data suggest that the Vs-Vp
relation for dolomite is similar to that for limestones.

CONCLUSIONS

Although the above data were measured on typical rock samples, the
results are generally significant. The empirical Vs-Vp relations may
not be quantitatively universal, especially for carbonate rocks, but
they are still valuable references. More important is the physical
relations among rock parameters and conditions found in this study.

for sandstones:

1. Vs-Vp relation is mainly controlled by elastic properties of quartz
grains and common pore structure of sandstones.

2. Pore geometer, cementation, clay content and other rock parameters
have minor effects on the dry Vs-Vp relationship.



3. Mineral fractions other than quartz and clays cause a high Vp/Vs
ratio. Quarts and clays have exclusive low Vp/Vs ratio in comparison
with other minerals.

4. Differential pressure has a minor effects on Vs-Vp relation. When
the differential pressure decreases the slope of the Vs-Vp relation
increases for saturated rocks while decreases for dry rocks.

5. Vp/Vs ratio is not a constant. When porosity increases, the Vp/Vs
ratio for sandstones increases.

6. The slope of the Vs-Vp relationn increases significantly with water
saturation. This effect is enhanced by the interaction between water
and clay fraction in sandstones.

For carbonates:

1. When Vp is higher than 3.5 km/s, the Vp/Vs ratio for carbonate rocks
is higher than that for sandstones.

2. The velocity ratio for dry carbonate rocks decreases with increase
rock porosities.

3. Fluid saturation effects on the Vs-Vp relation can be calculated
using the Biot-Gassmann relation. The slope of the Vs-Vp line increases
as shown in Figure 6.

Figure 6 summarized Vs-Vp relations for sandstones and carbonates. We
can conclude that Vs-Vp relation can be used to distinguish sandstones
frowm carbonates if Vp of rocks are greater than 3.5 km/s. The
saturation state can also be estimated if Vp of rocks are low enough
such as 4.5 km/s.
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Measured Vp and Vs versus porosity for 69 dry

sandstones at a confining pressure of 400 Bars. Data show wild
scatter which is caused by different clay content, consolidation
and other rock parameters (reference to Han, 1987).
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FIGURE 3: Vs-Vp relation for 69 dry sandstones at a confining pressure of 400 Bars.
Data suggest that Vs correlates with Vp. The 'dry clay point’ is shown.
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FIGURE 4: Vs-Vp relation for 69 sandstones with water saturation at an effective pressure of
400 Bars. The ' wet clay point’' is shown.

10



Vs (KM/S)

Vs-Vp RELATION
FOR DRY LIMESTONES (P=400 BARS)

3.8

1.
%9 Z.
¥

1.4

LIME(VUGGY): Vs=.515"Vp+.060

SAND: Vs=.703*Vp-.219
LIME: Vs=.500"Vp+.255

FIGURE 5: Vs-Vprelation for dry limestones and limestones with vuggy pores at a confining

pressure of 400 Bars.

Vp (KM/S)

11



Vs (KM/S)

4.0
3.8
3.6
3.4
3.2
3.0
2.8
2.6
2.4
2:2
2.0
1.8
1.6
1.4

Vs-Vp RELATION
FOR DRY ROCKS (P=400 BARS)

SAND:VS =0.703-VP - 0.219
LIME:VS =0.500-VP + 0.255

LIME (VUGGY):VS=0.515-VP + 0.060
DOLO:VS =0.505-VP + 0.235

WET SAND:VS =0.795-VP - 0.834
MUDSTONE:VS =0.862-VP - 1.172

2l e

* WET CLAY POINT

| 1 |

4 5 6
Vp (KM/S)

FIGURE 6: Vs-Vp relationships for sandstones, limestones and dolomites.

12



EFFECT OF CEMENTATION ON THE ELASTIC PROPERTIES OF ROCK
(Expanded Abstract)

Jack Dvorkin, Gary Mavko and Amos Nur
Stanford University

The acoustic and mechanical characteristics of sedimentary rocks may be strongly af-
fected by the properties and structure of intergranular bond material. The deformational
pattern of cement material and its interaction with elastic grains is important for estimates
of stress-strain behavior of granular material, as well as for its failure criteria. Sedimen-
tary rocks of interest with intergranular cementation span a wide range from diagenetic
sediments and sand-clay mixtures to tar sands.

Numerous publications on the mechanics of granular media were discussed by Stoll
(1989). The theoretical description of granular material has been based on the classical
solution for the problem of a normal compression of elastic spheres or disks by Hertz (John-
son, 1985) as well as on the results regarding the oblique compression of elastic spheres and
disks (Mindlin, 1949; Walton, 1978). All these models consider the direct contact of elastic
bodies. The dimension of a contact zone changes with varying external forces.

The situation is different for the contact of initially cemented grains. In this case the
dimension of a contact zone between two bodies is predetermined and does not change
in the process of interaction. Bruno and Nelson (1990) examined the inelastic mechanical
behavior of cemented granular material using a two-dimensional discrete element procedure.
Intergranular interaction through cementation was modeled using a linear spring scheme.

In this paper we concentrate on the description of cement layer deformation as well
as on the interaction of elastic grains with an elastic cement layer. To investigate two-
dimensional cement layer deformation when the layer is thin and grains are much stiffer than
the cement we have derived a simple analytical model. The approach used is similar to those
commonly employed in approximate theories of thin plates and shells. This approach was
used by Matthewson (1981) to model an axisymmetric contact on thin compliant coatings.
The problem of a two-dimensional arbitrarily-shaped cement layer deformation has been
reduced to an ordinary differential equation of the second order.

We show that a cement layer under normal compression can be approximately treated as
an “elastic foundation” between two grains. Using this result we reduce the two-dimensional
problem of interaction between two elastic grains and an elastic cement layer to a linear
integral equation. Solving this equation we are able to estimate the elastic modulus of
cemented granular material. We also employ the “elastic foundation” approximation to
solve the problem of the normal compression of two cemented spherical elastic grains.

The presence of a cement layer dramatically increases the elastic modulus compared to
the case of an intergranular Hertzian contact.

The shape of stress distribution between cemented grains is completely different from
the classical Hertzian case. This shape dramatically changes depending on the ratio of
cement stiffness to grain stiffness.

The stiffness of the cemented system does not depend on the confining pressure.

The stiffness of the cemented system increases with the length of the cement layer and
with the relative stiffness of the cement. It significantly exceeds the stiffness of the Hertzian
system at low confining pressure.

The small increase of the cementation content results in significant growth of a contact
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zone between two contacting grains and, thus, dramatically increases the stiffness of the

system.
These theoretical models can be used to predict the influence of cement content and
location on the properties of sediments.
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| Not only is such & correlation possible, but this

ESTIMATION OF LITHOLOGY FROM ELASTIC PROPERTIES?

Manika Prasad
202 Oceanic

(This work was conductsd at ine Instiute for Gecphysics, Leibnazstr. 15, 2200 Kiel, FRG)

Correlation between porosity, to some extent grain size, and seismic properties have been studied by
various investigators on standard rock samples. Although these interactions are welidocumented, efiects of a large
range of lithologic properties on seismics are rare.

We have carried out laboratory experiments on sands of different grain sizes with an aim of correlating the
porosity, permeability, static frame compressibility, shear modulus, grain size and shape with velocity and
attenuation of P- and S-waves. The seismic experiments were conducted on a Pulse Transmissions Agparatus at
100 kHz. Attenuation values were evaiuated using Aluminum as standard reference for the Rise Time and Spectrum
Division methods. A comparison between seismic and geologic properties measured on the same sample has
yielded interesting results.

The samples covered a broad range of grain size, anguiar and round grain shape, and predetermined
staiic fisme compressibility and static snear modulus. Perosity, permeabiiity and seismic properties oi the dry, of
fully water saturated samples were determined at each pressure step.

An interdependency is observed between
grain size, shape, porosity, permeability and static
frame compressibilty. Comiparing them with the
seismic properties gives the basis for correlation
criterion between seismic and lithologic properties.

comparison also gives us an understanding about
the processes taking place within the sediment.
The "loss diagram” is a typical example. A clear %
demarcation of the areas occupied by the different
samples is observed. The samples can be sorted
not only on the basis of their pore filling (water or
air), grain shape also seems to play a majcr role;
angular grains can be separated from the rounded
ones.

£+
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Our major observations are:
1. Static frame compressibility and P-wave velocity 2
correlate with each other at low pressures. This
correlation diminishes with increasing pressures.
2. Coarseness of grains increases the velocity and
attenuation of P-waves and the attenuation of S-
waves. The S-wave veloctty is unaffected by grain
size,
3. Angularity of grains causes a decrease in
velocity, attenuation and static frame

-

compressibility. 60 ©O 20 3% W S0
. . [ 1o )2
4. Dry grains show high shear losses, whereas {Vp 7 Vsl
saturated grains have predominant bulk losses of scluroted grains dry_groins
iemi E ded » roundeg
seismic energy. : ;gt;“m . ‘ohgatar
s powdered

The resulis show that a combination of P- rris o R
and S-waves is a powerful tool in predicting *LOSS DIAGRAM".
lithologic paramelers from seismic data. Such a ) 2 ; 3
study is also important to undeirstand the physical (Q B / Qs) % p/ Vs)‘ relat:on‘shlp for all samples
processes taking place in a sediment and thus
lend more credibility to theoretical prediction about
its seismic response.
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Effect of Clay Content on Compressional and Shear Wave Velocities and

Attenuations in Tight Gas Sand Formations

Tutuncu A.N,, Podio A.L. and Sharma M.M.
Department of Petroleum Engineering,
The University of Texas at Austin,
Austin, TX 78712

An attempt has been made to study the relationship between compressional and
shear wave velocities, aticnuations and mineralogy in tight gas bearing rocks. Ultrasonic
measurements (pulse transmission at ~ 1 MHz) have been conducted using fully brine
saturated cores with known mineral content and porosity. Simultaneous measurements of
compressional and shear wave velocities and attenuations under a biaxial stress state were
carried out and frequency and load effects on attenuation were examined using amplitude
spectra of P and S waves in the frequency domain.

The clay content of the samples tested varied from 1% to 30%. Compressional and
shear wave amplitude data exhibit a shift in peak frequency loward lower frequencies for
samples with higher clay content when compared to the data for clean samples. The
presence of clay softens the rock grain contacts and causes larger contact area values
compared to the values for 4 nearly clean rock under the same applied load. This effect is
accounted for in u modified Hertz contact model developed by introducing the mineral
composition into the dry frame moduli. The model also takes into account the interactions
taking place between the fluid in the pore space and the grains in contact. This interaction
plays & major role in wave propagation and attenuation in sandstones with medium to high
clay content.

When scaling the acoustic properties from a core (cm) to a log (m) scale, two
problem exist a) depth corrections and b) sampling volumes. The maximum and minimum

log urrival times over a depth shift interval determined from high resolution FMS data and
16



core pictures were read to give a comparison of the changes in log-derived velocities that
could be expected due to a depth mismatch between log and core. With these corrections,
the trend observed in P and S wave velocities in homogeneous intervals shows that clean
sandstone velocities measured in the ultrasonic frequency range deviate systematically
from the log derived velocities ( ~ 20 KHz). The deviations were correlatable in most cases
to the clay content, More random variations between core and log measurements were

observed in heterogeneous intervals where the core sampling density is insufficient.
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THE EFFECTS OF NON-WELDED INTERFACES ON SEISMIC WAVE
PROPAGATION AND ATTENUATION

Larry R. Myer
Earth Sciences Division
Lawrence Berkeley Laboratory
University of California
Berkeley, CA 94720

Roberto F. Suarez-Rivera & Neville W.G. Cook
Department of Materials Science and Mineral Engineering
Hearst Mining Building
University of California
Berkeley, CA 94720

Rocks contain discontinuities on all scales from microcracks and pores through
joints, fractures, and bedding planes to faults. These discontinuities allow rocks to store
and transport fluids. Until recently, seismology has been concerned primarily with either
welded or free boundaries at discontinuities. Many boundaries, such as cracks and
fractures, at effective stresses of engineering interest are, in fact, non-welded. That is, they
consist of areas of contact separated by voids. Non-welded boundaries produce
discontinuities in the seismic particle displacement or velocity, depending upon the
rheology of the boundary. If the wave length of the propagating wave is large compared to
the size of the voids then the discontinuity can be represented by an average value.

The boundary conditions for plane wave propagation across a purely elastic non-
welded boundary between two elastic half spaces, I and I, are:

W-uy=1K T=1T;

where u are particle displacements, T are stresses and x is the specific stiffness of the
boundary. These boundary conditions lead to frequency-dependent coefficients for the
transmission, reflection and conversion of a seismic wave incident at such a boundary (e.g.
Schoenberg, 1980; Pyrak-Nolte et al 1990). They also produce a frequency-dependent
group time delay. Results for normal incidence are illustrated in Figure 1. Either
increasing frequency or decreasing specific stiffness results in a reduction of the transmitted
wave amplitude, but because the boundary is elastic, energy is conserved. The group time
delay is greatest at low frequencies and low specific stiffness.
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Displacement-discontinuity theory can be used to analyze seismic wave propagation
in media in which anisotropy results from multiple, parallel boundaries, such as joint sets
or non-welded bedding planes. For normal incidence, the group time delay results in an
average group velocity at the zero frequency limit equal to the seismic velocity given by the
effective modulus derived from a pseudo-static analysis of the average strain in the media.
However, in general, as illustrated in Figure 2 the group velocity derived from the
displacement discontinuity theory is frequency dependent and differs as a function of
propagation direction from that based on an effective modulus Laboratory results have
shown that the effects on a propagating wave of each discontinuity in a set can be evaluated
independently for a discontinuity spacing greater than the spacing between the voids in the
fracture planes (Myer et al, 1990). When the discontinuity spacing is small there is
interaction between the voids in adjacent discontinuities which changes their specific
stiffness.

Laboratory measurements of compressional wave transmission under dry and
saturated conditions at frequencies from 100 kHz to 1 MHz across single natural fractures
at different normal stress levels produced results in close agreement with predictions given
by the displacement discontinuity theory (Figure 3). Displacement discontinuity theory has
also been used to model the results of cross-hole measurements at ~25 kHz in unsaturated
columnar basalt. The observed anisotropy in both velocity and amplitude of the
compressional wave were predicted based on knowledge of the specific stiffness of the
dominant fractures and their spacing.

Modeling of laboratory measurements of shear wave transmission, particularly in
saturated rock, requires a discontinuity in velocity, as well as in displacement. For a
Kelvin-type rheology the boundary conditions are:

Ky -up) +N(0- O =1, =1

where " refers to time derivative and 7 is specific viscosity. For a Maxwell-type rheology,
the boundary conditions are:

(]:11 i Un) = 't/K + Tm, T =T‘n

The effect of the velocity discontinuity is to add a frequency independent component to the
apparent attenuation of the transmitted wave (Myer et al 1990). Energy is lost at the
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boundary due to viscous dissipation. Figure 4 is a comparison of laboratory shear wave
measurements at different stress levels on a single fracture with predictions based on a
Kelvin rheology.

Finally parallel work on the stiffness and hydraulic conductivity of natural fractures
has shown that the apertures of the void spaces between these surfaces are spatially
correlated (Pyrak-Nolte et al, 1988). As a result of this the stiffness of a fracture bears a
rank correlation to its hydraulic conductivity. Because of the explicit relationship between
fracture stiffness and the amplitude and group time delay of a propagating wave, suggests

the seismic response of fractures may provide some insight concerning their hydraulic
behavior.
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Figure 1. Magnitudes of the reflection and transmission coefficients and normalized group
time delay for a seismic wave normally incident upon a displacement
discontinuity as a function of normalized frequency.
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Figure 3. Example results of laboratory tests showing amplitude spectra of P-waves for
fractured and intact specimens at the same stress level, and predicted curves
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The Effects of Grain Contacts on Elastic Waves in Granular Rock
Extended Abstract for the SEG 1991 Summer Research Workshop on Lithology

K. T. Nihei*, N. G. W, Cook*, L. R. Myert, and R. Suafez-Rivera*

Introduction

Theoretical and experimental studies have demonstrated that discontinuities span-
ning the scale from faults and joints to cracks can significantly alter elastic wave velo-
cities and attenuation. Less well documented are the effects of core scale features
such as grain contacts. The purpose of this paper is to show that, in certain granular

rocks, grain contacts act as non-welded interfaces similar in nature to faults and joints.

Grain Contacts in Granular Rocks

Scanning electron microscope (SEM) observations of epoxy pore casts of granular
rocks, such as sandstone and limestone, show that the regions between grains are com-
posed of both large pores and very fine intergranular spaces between grain contacts.
The porosity and permeability of the grain contacts are often negligible, compared with
that of the large pore space, but these sub-micron scale features can have a dramatic

effect on the velocities and attenuation of elastic waves.

SEM observations also show no evidence of microcracking. Grain contacts are
different from what is typically referred to as a microcrack. A grain contact is a
region of partial contact between two grains. Stresses are transmitted across the grain

contact but vanish on the surfaces of the crack.

Laboratory Tests with Low-Melting Point Solids

*Department of Materials Science and Mineral Engineering, University of California, Berkeley,
CA 94720
‘+Earth Sciences Division, Lawrence Berkeley Laboratory, Berkeley, CA 94720
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Laboratory measurements of ultrasonic P- and S-waves were performed on dry
and fluid-saturated cores of Berea sandstone. When a hydrostatic stress was applied to
the specimen, P- and S-wave velocities increased and attenuation decreased. The
changes in attenuation were always larger than the corresponding changes in velocity.
These changes in the elastic properties must be associated with the elastic deformation
of the highly deformable parts of the pore space, such as the stiffening of the grain

contacts.

An alternative approach for stiffening the grain contacts is through the use of low
melting point solids such as sulfur, paraffin, and epoxy (wetting fluids). These fluids
can be imbibed into the rock until a prescribed saturation is achieved and then
solidified in place to effectively weld the grain contacts and other small parts of the
pore space (Figure 1). As Figure 2 indicates, the effect of filling 18% of the pore
space of a specimen of Berea sandstone with sulfur is to produce a notable decrease in
both P- and S-wave attenuation (i.e., an increase in the amplitudes). Because sulfur is
a wetting fluid, it is drawn by capillary forces into the smallest pore features, such as
the grain contacts. Figure 2 demonstrates that the attenuation is also reduced in a
specimen of Berea sandstone saturated with 55% Wood’s metal. Wood’s metal is a
non-wetting fluid and, consequently, must be forced into the pore space by applying a
capillary pressure (Figure 1). The Wood’s metal will reside in the largest parts of the
pore space. Upon solidification, the Wood’s metal should effectively eliminate scatter-
ing off the large pores, while the sulfur should reduce losses associated with scattering
off the grain contacts. Figure 2 suggests that the grain contact attenuation oversha-

dows attenuation resulting from scattering off pores.

Grain Contact Scattering

At present, the micromechanical processes of attenuation associated with grain
contacts are not well understood, and a series of experimental and theoretical work is

currently in progress. It is likely that attenuation results from a scattering mechanism
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at the grain contacts. By increasing the confining stress, we increase the stiffness of
the grain contacts, thereby, reducing the scattering and increasing the energy transmit-

ted through the specimen.

To examine the effects of grain contacts on the velocities and attenuation of elas-
tic waves, we use, as a zero-order approximation, the displacement-discontinuity model
of a non-welded interface (Shoenberg, 1980; Pyrak-Nolte et al.,, 1990). If we also
ignore multiple and off-angle scattering, the attenuation resulting from scattering off

dry grain contacts can be expressed as

1 _ "%
0, = —F I [IT, @] (1)
where ¢, is the P-wave velocity, ® is the angular frequency, L is the length of the

specimen, and IT,(w)! is the frequency-dependent transmission coefficient for a non-

welded interface given by
IT, (@) = [(@Z /2)? + 1T )

where Z is the P-wave impedance, K is the stiffness of each grain contact (Figure 3).
The stiffness of each grain contact can be estimated from the effective modulus of the
rock: M'=M"1+N/x, and N is the number of grain contacts, n, per length, L.
Similar expressions which incorporate a discontinuity in velocity, in addition to the
displacement-discontinuity, have been proposed by Pyrak-Nolte et al. (1990) to account

for losses resulting from viscous drag-in saturated or partially saturated rock.

The predictions of this highly idealized model of a granular rock are compared
with laboratory P-wave measurements made on a dry specimen of Berea sandstone
confined hydrostatically in Figure 4. The theoretical predictions are in good agreement
with the ultrasonic data, indicating that the basic mechanics of the model are correct.
The model predicts that attenuation due to grain contact scattering is frequency-
dependent and is significant primarily at frequencies in the ultrasonic range. At

exploration frequencies, dry grain contacts will have a negligible influence on the
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attenuation of seismic waves. However, when the grain contacts are filled with fluid,

grain contact viscous drag losses can become significant at exploration frequencies.
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Tests with Low-Melting Point Solids

wetting fluid non-wetting fluid

Figure 1 A fluid with surface tension, 3, can be forced under a pressure, P_, into parts
of the pore space with radii, R: P, = —g— cos® (Laplace’s Equation). Wetting fluids

can be solidified in place to weld the grain contacts. Non-wetting fluids can be used to
eliminate the large pore spaces.
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Contact Stiffness Scattering Model
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Figure 3 Idealized grain contact scattering model.
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P-wave Attenuation: Theory and Observation
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Figure 4 P-wave attenuation versus frequency for dry Berea sandstone:
grain contact scattering model and observation.
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Scale-dependent effects of anisotropic mechanisms

Ebrom, D.A.*, Tatham, R.H.+, and McDonald, J.A.*
* University of Houston, Houston, Texas
+ Texaco, Inc., Houston, Texas

To a first approximation, the earth is a layered sequence of isotropic,
elastic homogeneous lithological units. Anisotropy may be regarded as a
perturbation of this model, given that extremely strong anisotropies (such
as are observed in single crystals) have not yet been identified in elastic
wave experiments at seismic wavelengths. The relatively weak
anisotropies present in the earth arise from several different
mechanisms, which are not mutually exclusive. If anisotropy is to be
included in an explorationist's earth model, the hope must be that the
anisotropy is related to some economic interest. On this basis, there is a
motivation to separate those anisotropic effects related to geologic
objectives, from those anisotropic effects which are unrelated to geologic
objectives but whose correction may improve the seismic image.

The most likely mechanisms for causing velocity anisotropy at seismic
wavelengths are:
background stress (due to regional or local tectonics),
aligned crystallographic orientation (as in upper-mantle olivine),
aligned micro-clasts (as in shales),
aligned micro-cracks (as a response to background stress),
aligned layers of alternating lithology (as on the Gulf Coast), and
aligned joints or fractures (as in the Austin Chalk).

RIS ~AN

Of these six mechanisms, only the last is directly relatable to the
description of hydrocarbon reservoirs. Mechanisms 1 and 4 may yield
useful information about the overall stress state of a lithologic unit, but
will not give diagnostic advice concerning the location of particular
prospects. Mechanisms 2, 3, and 5 are of concern principally by virtue of
their ability to cause depth errors in seismically derived subsurface
horizon maps. (Although Winterstein has shown how these stacking
velocity/depth conversion anomalies may be inverted to infer gross
lithology).

We have been employing scale-model seismology to investigate
artificial earth models containing joints (fractures). Our models are on
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the centimeter scale length, as opposed to the field case of hundreds of
meters, so our scale factor is about 1:10,000. Some of the variables that
are controllable in such experiments are:

fracture intensity (or number of fractures per unit length),

fluid content of the fracture,

effective normal stress,

surface texture (as quantified by a profilometer and recorded
by electron micrography),

. frequency of elastic waves,

polarization of elastic waves, and

. angle of rays relative to fracturing.

e o8

N oo

The advantage of the scale-model approach is that a more complete
characterization of the experiment is possible than in virtually any actual
seismic survey except the most detailed.

Our results to date have suggested some discriminants for separating
the effects of joint-induced anisotropy from the other five mechanisms
previously mentioned.

1. Mechanisms 1, 2, 3, and 4 are expected to produce the same effective
elastic constants at all frequencies from the seismic up to and past the
highest logging frequencies (circa 100,000 Hz). Mechanisms 5 and 6 will
produce dispersive effects at seismic frequencies whose wavelengths are
comparable to layer thickness or joint spacing. For layer thicknesses or
joint spacings of a few meters, these frequencies are in the cross-
borehole seismic band (50-1000 Hz).

2. Mechanisms 5 and 6 have very different dispersive effects. Our
experiments suggest that for mechanism 5, all three wave types (qP, S1,
and S2) are dispersive, while for mechanism 6, only the S2 wave type is
dispersive. These results are strictly only applicable to wave
polarizations that are traveling along rays orthogonal to the symmetry
axis (that is, traveling parallel to either the layers or the fractures).

The difference between mechanism 5 and mechanism 6 can be
interpreted by means of a modified Backus theory in which the fractures
are viewed as a layer of small (but finite) thickness and smaller (but not
negligible) elastic constants. Thus, the fracture is seen as a thin and
compliant, but fully elastic layer. This model is adapted from the "“bed of
nails model” (Gangi, 1978), which relates the asperity height distribution
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of the fracture interfaces and the normal stress to the elastic properties
of the fracture.

To test this model, we have calculated long-wavelength elastic
constants by implementation of the averaging procedure described by
White (1955). Our model has two layers of unequal thickness. The
Plexiglas plates are the thick layer, while the fractured zone is the thin
layer. The value used for the thickness of the fracture is constrained by
direct profilometer measurements of the asperity distribution on the
Plexiglas plate surfaces. The shear modulus and the density of the
fractured zone are a small, but non-negligible, fraction of their values for
the unfractured Plexiglas, generally between 1% to 20% of the unfractured
Plexiglas values. Forward modeling of the frequency dependence of C44
can then be done by the method of Achenbach (1968). These dispersion
results are in agreement with the observed dispersion results in our
fractured Plexiglas system.

3. In our models, mechanism 6 also produces differential Q effects in
which the Q's of the gqP and S1 wave are substantially higher than the S2
wave (ca. 30-40 vs. 5). One possible explanation for the higher attenuation
of the S2 wave (for a ray parallel to fractures) is the observation by
Strick (1970) that attenuation functions and dispersion functions are not
independent, but in fact knowledge of one determines the other. This
suggests that the S2 wave is not more highly attenuated than S1 for
frequencies at which dispersion no longer occurs. (Dispersion only occurs
for those frequencies whose wavelengths are comparable to the layering
distance, say from 10% to 1000% of the layering distance.)

These results may be most applicable to cross-borehole seismology, an
increasingly popular method of reservoir evaluation. The goal, of course,
is to be able to relate elastic parameters to some economically
meaningful attribute of a lithological unit. The modeling described above
is an attempt to describe the anisotropy produced by fractures in terms of
observable fracture parameters.
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The Effect of Pore fluids and Pressures on the Seismic
Velocities in Cracked and/or Porous Rocks

Anthony F. Gangi
Department of Geophysics
Texas A&M University
College Station, TX 77843-3114

Pore fluids under pressure have a strong effect on the seismic-wave velocities in cracked and
porous rocks. The Gassmann theory has been used to determine the p-wave velocity variation with
depth (or confining and pore pressure) and degree of water and gas saturation in porous rocks by
Domenico (1974). An equivalent theory is possible for cracked rocks.

For cracked rocks, the variation of the dry-rock modulus (or velocity) with confining
pressure can be determined by using an asperity-deformation model such as the bed-of-nails model
(Gangi, 1978; see also, Carlson and Gangi, 1985). To determine the effect of the pore fluids and
the pore pressure, it is necessary to know how the pore volume changes with externally applied
pressure and with changes of the pore pressure and modulus (or moduli) of the pore fluids. In
addition, it is necessary to know whether the permeability of the rock is 'high' or 'low.'

For 'high' permeability, the modulus of the rock/fluid system is the drained modulus (this is
also the static and/or 'low'-frequency modulus). In this case, the pore pressure does not change as
the confining pressure changes (or pore volume changes) because the permeability is sufficiently
"high" or the frequency sufficiently "low" that the pore fluid can flow out of the pore space and
cause minimal change in the pore pressure.

For 'low' permeabililty, the modulus of the rock/fluid system is the undrained modulus (the
dynamic or 'high'-frequency modulus). In this case the permeability is so low, or the frequency so
high, that the pore-fluid pressure will change as the confining pressure and, consequently, pore
volume changes. The undrained modulus is always greater than the drained modulus; consequently,
the velocity determined by the the undrained modulus is higher than that determined by the drained
modulus. This variation of velocity, caused by the permeability, results in velocity dispersion in
fluid-saturated porous and/or cracked rocks.
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The variation in the seismic velocity with variations in both the pore and the confining
pressure depends upon the effective pressure. That is, if the pore pressure, Pp, and the confining
pressure, P, are varied so that the effective pressure, Pg, is not changed, then there will be no
change in the velocity. There have been a number of different definitions proposed for the effective
pressure. The earliest and the simplest is that the effective pressure is the differential pressure; that
is, the difference between the confining and pore pressures. This definition is not valid for low-
porosity rocks or for rocks under high differential pressure. Another definition for the effective
pressure is Pe = P - nPp where n is a constant less than 1. When highly accurate data are available,
a better expression for the effective pressure has the coefficient of deformation, n, a function of the
differential pressure.

P-wave velocity data for a water-saturated chalk as a function of pore and confining pressure
are given in Figure 1a. The same data, plotted as a function of the empirical effective pressure, are
shown in Figure 1b. The data almost fit on a single curve, as they should if the proper effective
pressure was used. However, some small systematic deviations from a single curve are still
apparent.

Theoretical curves based on a force-balance equation and the asperity-deformation model for
a different cracked rock are given in Figures 2a and b. In Figure 2a, the pore medium is assumed to
be water while in Figure 2b, the pore medium is assumed to be gas. As expected, significant
differences in the velocities occur at the same pore and confining pressures when the pore fluid is
changed from water to gas. The same characteristic behaviors of the velocity with pore pressure and
confining pressure appear in both the theoretical and the experimental curves, demonstrating that the
theory accurately describes the effects.
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ANISOTROPIC ACOUSTIC PROPERTIES OF COAL

Zigiong Zheng and John McLennan
Terra Tek, Inc, Salt Lake City, Utah

Unlike many other engineering materials, rocks contain numerous heterogeneities,
including pores, bedding planes, and fractures as well as variable mineralogy and preferred
grain orientations. These heterogeneities gives rise to inhomogeneous and anisotropic
properties. Mechanical, rheological and thermal behavior of rocks under different stress,
temperature and saturation regimes is often dependent on these heterogeneities. In
engineering operations involving excavation in rock, it is important to.comprehend the
mechanical behavior of a rock in which the excavation is made. For example, knowing the
anisotropic behavior of rock can provide guidance criteria for maximizing production and
minimizing stress concentration-caused hazards. This is particularly true in coal, especially
with the current unprecedented acceleration of drilling for coalbed methane.

Coal usually has two dominant cleat systems which are approximately orthogonal to
each other. The major system (face cleats) often has more cleats or better developed
apertures and hence is more conductive to fluid (water, gas). The mechanical properties
of coal, in directions parallel and orthogonal to a cleat plane, are also very different. The
determination of cleat system (face and butt) orientations and dominance impacts well
placement schemes, strategies for hydraulic fracturing stimulation and permeabili-
ty/production forecasting.

Nondestructive 90 degree
fracture (flaw) detection
using ultrasonic methods
has long been used in the
materials industry and in
mechanical engineering
quality assurance pro- Minor Cleat System
grams. Seismic methods ®utt cleats)
have been used in geo-
physical exploration for
many years to detect
mega-scale fractures and

O degee

faults, formation varia- .

tions and vertical profiles /1/

(VSP). In the laboratory, © Major Cleat System
many researchers have ooy onnty
performed rock anisotr-

opy measurements using Figure 1. Schemetic of testing setup.

ultrasonic methods. The
same principles, with experimental modifications, have been used on coal samples to
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characterize anisotropy. Cylindrical coal samples were cut and ground to configurations
with an octagonal cross-section. The axis of the samples was perpendicular to bedding
planes and the sides of the octagons were machined parallel, 45 degrees and perpendicular
to the major cleat planes. Great care was extended during sample preparation in order to
minimize mechanical damage. Description of sample preparation procedures is presented
elsewhere'. Two samples were tested. The first one (Sample 1) had an apparent porosity
of 4.2% and was tested dry. Sample 2 (apparent porosity of 4.0%) was tested under both
dry and water saturated conditions. Under benchtop conditions, compressional (P) and
shear (S) waves were transmitted through Sample 1 perpendicular to its axis (shown as the
z-axis in Figure 1) with S-wave polarization in directions both parallel and perpendicular
to the z-axis (as shown in Figure 1). P- and S-waves were transmitted through Sample 2
in directions both parallel and perpendicular to its axis but with S-wave polarization only
perpendicular to the axis, under dry and saturated conditions. To assure full contact
between the transducers and the samples, a nominal contact stress of 50 psi was applied.
Dynamic properties of the samples were calculated from the measured velocities using
elastic relationships®.

Figure 2a shows calculated values for dynamic Young’s modulus and Poisson’s ratio
for both of the samples tested. With the exception of Sample 2 without fluid in the cleat
systems, there is an evident directional anisotropy. The minimum values for modulus align
perpendicular to the face cleat direction. Conversely, Poisson’s ratio does not show
consistent directional trends when the shear wave is polarized in a direction parallel to the
sample axis, but does show substantial fluctuation when polarization is perpendicular to the
sample axis. This is indicated in Figure 2b.

In addition to the actual presence of the cleat systems, the presence of water in
these features altered the dynamic properties dramatically. As an illustration, consider
directional variation of Young’s Modulus for Sample 2. When the cleats were dry, Figure
2a indicates a modest directional variation (E_,/E,,) of less than 20%. With the cleats
nominally saturated with water, directional variation was much more exaggerated; the
value normal to the face cleats being approximately seven times less than that normal to
the butt cleats and approximately twenty times less than the value determined by axial
measurements. Figure 2b demonstrates saturation dependence for Poisson’s ratio. The
values measured under saturated conditions were substantially higher than when fluid was
not present and did not reflect diagnostic directional dependence radially. Axial
measurements mimicked dry data more closely.

Evaluation of wave velocity data suggested that substantial reduction in Young’s
modulus and elevation of Poisson’s ratio on saturation coincided with substantial reduction
in the S-wave velocity, which almost disappeared in the direction orthogonal to the face
cleat planes. P- and S-wave velocities are shown in Figures 3a and 3b. Regardless of the
saturation conditions, the directional variation of P-wave velocity was relatively consistent.
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Under nominal saturation conditions, the average P-wave velocity increased significantly.
Shear wave velocities in the dry environment showed sample to sample variability and some
modest directional dependence. However, as can be seen for Sample 2, saturation
dramatically reduced the S-wave velocity from a value of 825 meter/sec when it is
propagating parallel to the face cleats, to a value of 325 meter/sec when it is propagating
perpendicular to the face cleats. With such variations, elastic calculations yielded mcreased
values for Young’s modulus and depressed values for Poisson’s ratio.

Directional and saturation propagation dependence is commonly detected in
reservoir materials. Coal is an extreme example because of its propensity for cleat
development. The real interest, beyond immediate advantages of directional engineering
data for these coals, is speculation on the mechanisms causing the directional and
saturation dependent variation. It is hypothesized that the substantial reduction in S-wave
velocity stems from viscous resistance of the water in the cleat systems. When a shear wave
travels through a dry cleat/microfracture, transmission is afforded through solid to solid
contact areas. This solid-solid contact enables particle motion, the mechanism of wave
propagation, to be transmitted from one cleat surface to the adjoining face. Under
conditions of saturation, a thin layer of fluid between the two cleat faces inhibits intimate
solid-to-solid contact. Consequently, shear wave transmission must rely on viscous forces
rather than intimate contact. This is particularly true when the normal effective stress is
small. Triaxial compression testing' has validated that even a very modest increase in the
effective normal stress (a few hundred psi) will dramatically alter the shear wave velocity
by decreasing cleat aperture with attendant changes in the thickness of the liquid interface.
Large reductions in shear wave velocity have also been observed in a simulated single,
smooth laboratory joint’.

In summary, the anisotropic characteristics of coal can be defined by ultrasonic
procedures. The noted precautions are that anisotropy may be most reliably determinable
from wave velocities and may be masked by further processing to calculate dynamic
properties. Under saturated conditions, S-wave velocity reduction at low stress levels
should be anticipated, possibly providing conceptual methodology for inference of
directional stress contrast. The reduction in shear wave velocity is hypothesized to be due
to the presence of a fluid interface. Under saturated conditions, the validity of predicted
dynamic mechanical properties using simplistic elastic relations is in question.
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ELASTIC PROPERTY SCALING RELATIONSHIPS:
CORE MEASUREMENTS RESULTS
AND ACOUSTIC LOGGING EXPERIMENTS

by
D. R. Burns, X. M. Tang, and R. J. Martin, III

New England Research, Inc.
76 Olcott Drive
White River Junction, VT 05001

INTRODUCTION

In order to maximize production and reserve growth in existing oil and gas fields, an
accurate description of the geometry and connectivity of reservoir flow units is needed
throughout the field. Heterogeneity in flow units between wells may result in untapped or
under-produced reserves. In either case in-fill drilling and field extension can be optimized
by having a knowledge of the distribution of flow units in three dimensions. Seismic data,
because of its capacity to image the interwell area, is ideally suited to providing more
information about the flow unit heterogeneity away from wells. There has been much
research devoted to the utilization of seismic data to provide high resolution images of
stratigraphic variations (e. g., Payton, 1977; Doyen et al., 1989), to provide information
about the nature and distribution of pore fluids (e.g., Ostrander, 1984), and to monitor the
production and injection of fluids in reservoir units (Graves and Fulp, 1987; Pullin et al.,
1987). Another recent application of seismic data has been to transform seismic travel
times to porosity in order to build a detailed 'flow' model of the reservoir (Doyen, 1988;
deBuyl et al., 1986). For any of these approaches to be consistent, however, a number of
problems need to be overcome. First, the scaling problem must be addressed. The basic
premise is that variations in velocity are related to variations in porosity. This basic
assumption can be complicated by variations in clay content, pore fluids, and pore
pressure. In addition to these complications, however, a major question that remains is the
relationship between velocity measurements taken on core samples (volume = 0.001 - 0.05
cubic feet) using a frequency range of 100's of kHz, velocities measured by logging tools
(volume = 1 - 10 cubic feet) at 10's of kHz, and seismic measurements (volume = 10,000 -
1,000,000 cubic feet) using frequencies of 50 - 200 Hz. Each of these measurements will
be affected by the heterogeneity of the sample, the frequency of the seismic signal used to
measure the velocity, and any unique local effects, such as strain relaxation of the core or
mud filtrate invasion adjacent to the borehole. How are these different measurements
related? In order to quantify seismic measurements we must understand these elastic
scaling relationships.

Scaling relationships have been a topic of interest in geophysical (e.g., Stewart et al., 1984;
Byun et al., 1988) as well as production engineering (Haldorsen, 1986) research. The
relationship between core and well log velocity measurements is a topic which has been
discussed in many reservoir studies, but there are many instances of misties, with
sampling, borehole conditions, and experimental error being blamed in most cases. The
misties between logs and VSP data have also received much attention (Stewart et al., 1984,
Stewart, 1989). In these cases dispersion, interbed multiples, and near surface effects are
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identified as the most probable causes (Stewart et al., 1984). Finally, the mistie in velocity
(or travel time) between synthetic seismograms (generated from well logs) and surface
seismic data has also been addressed (O'Doherty and Anstey, 1971; Shoenberger and
Levin, 1974, 1978a,b). In all of these cases, calibrations and adjustments are used to get
agreement between the different data sets for the purpose of interpretation. Each set of data
contain useful information within the context of the scale and frequency range employed.
The relationships between different measurements contain information on the heterogeneity
scales, the wavelength sampling (equivalent medium properties), mechanisms of
attenuation, and local environmental effects.

BACKGROUND

The relationships between velocity and attenuation measurements obtained at different
scales are functions of three major factors: 1) physical mechanisms which affect wave
propagation, 2) sampling and heterogeneity, and 3) 'environmental' factors related to the
sample or measurement technique. Numerous models of mechanisms affecting wave
propagation in rock samples have been formulated and presented in the literature
(Gassman, 1951; Biot, 1956a,b; White, 1975; O'Connell and Budiansky, 1974; Kuster
and Toksoz, 1974; Mavko and Nur, 1979). Measurements at different scales, frequencies,
and strain amplitudes can be dominated by different mechanisms. For example, differences
between static and dynamic moduli have been postulated to be due to differences in the
strain amplitude of the measurements. Also, the effects of fluid motion on velocity and
attenuation may play a role in high frequency core measurements, but are generally
negligible at seismic frequencies.

The effect of sampling and heterogeneity is most likely the major factor in the relation
between sonic or elastic properties at different scales. The key parameter in this factor is
the range of heterogeneity scales relative to the wavelength of the measurement. Even in
core samples, the amount of heterogeneity can be large. Likewise, field in-situ
measurements, from log, crosswell seismic, VSP, or surface seismic data, are affected by
the heterogeneity in the sampled volume of earth. At low frequencies (relative to the
hetcrogcnmty scales) the sampled volume behaves as a homogeneous medium with some
‘average' properties (White, 1983, p.49-56), while at higher frequencies scattering and
internal reflections will alter the measured velocity and apparent attenuation (O'Doherty and
Anstey, 1971). The distribution of heterogeneities in space within the reservoir controls
production and ultimate reserves, and different sonic measurements will sample different
portions and scales of that distribution. Relating these measurements and integrating them
will maximize our knowledge of the reservoir heterogeneity distribution.

Finally, every measurement is affected to varying degrees by the sampling or measurement
process itself. When core is extracted from its in-situ conditions it undergoes changes due
to the release of pressure. This strain relaxation process can alter the properties of the
sample. Fluids from the drilling process or introduced in the lab could also alter the
properties of core relative to the in-situ conditions. Logging data can be affected by mud
filtrate invasion or drilling related damage of the near-borehole portions of the formation.
Downhole and surface seismic measurements can be affected by the coupling of the source
or receiver, and near surface geologic variations can affect surface seismic measurements.
Lastly, all measurements can be affected by the instrumentation responses. Most of these
environmental factors can be controlled or at least corrected for, but they are factors which
must be considered in any comparison between different sets of measurements.

44



RESULTS

During the past year, we have focussed on the laboratory measurement of velocity and
attenuation over a range of frequencies and sample sizes. The techniques employed include
ultrasonic pulse propagation (300kHz - 1MHz), resonant bar (10 - 200kHz), stress-strain
hysteresis loops (0.1 - 50Hz), and a low frequency pulse propagation technique (10 -
200kHz) (Tang, 1991). These techniques permit measurements of velocity and attenuation
to be made in lab sized samples over a wide frequency range. Examples of such
measurements using Sierra White Granite as a calibration material are shown in Figure 1.
These results indicate that at laboratory scales the attenuation of compressional waves is
roughly equivalent for the frequency range of 0.1Hz - 100 kHz, but is much higher for the
ultrasonic frequency range (300 - 800kHz). Furthermore, the ultrasonic values are are
much closer to field value magnitudes estimated from seismic data. These results are in
agreement with Lucet and Zinszner (1988), Blair (1990) and Lucet et al. (1991). It could
be, as suggested by Blair (1990), that scattering may be an important mechanism for both
the ultrasonic and field seismic measurement scales. This mechanism is supported by finite
difference modeling of ultrasonic wave propagation in a core sample. Using a 2-D
staggered grid elastic finite difference model, a point source was propagated through a core
model with random elastic constant heterogeneities. The numerical model contained no
attenuation, so any changes in pulse shape and amplitude are due only to spreading losses
and scattering from the heterogeneities. Figure 2 shows a diagram of the heterogeneity
distribution of the model. The background compressional (P) wave velocity was 4000m/s,
while the shear (S) wave velocity was 2000 m/s. The heterogeneity distribution,
constructed using a gaussian correlation function with a correlation length of 0.7 cm and
having an elastic constant standard deviation of 20%, is very similar to the core x-ray
tomography images measured by Lucet and Zinszner (1988) and similar in size to the 'grain
clusters' discussed by Blair (1990). Figure 3 shows the propagating pulse output at two
points at a distance of 1 and 3 cm from the source point (the pulse frequency is
approximately 700kHz). The estimated Qp value is 40 due only to the scattering off elastic
constant perturbations. If the sample also has intrinsic attenuation, the total measured Qp
value would be lower than this value.

During the coming year we will undertake a series of controlled laboratory and field
experiments, with support from BP Exploration and the Gas Research Institute, to acquire
a data set which can be used to develop elastic property scaling relationships in one
dimension. Core measurements similar to those described above, together with in-situ
acoustic logging measurements also taken over a range of frequency and sample volume,
will form the basis of this effort.

CONCLUSIONS

The quantification of seismic data in terms of rock properties and, eventually, flow unit
distributions within reservoirs, is predicated on the calibration of such data using core and
well log measurements. Such calibrations assume that measurements made at different
scales and frequencies are somehow related. The specific form of these elastic scaling
relationships are needed in order to perform these calibrations and optimize our use of
seismic data sets. Laboratory core measurement results indicate that scattering may be an
important attenuation mechanism in both ultrasonic core measurements and field seismic
data. Future field work will be undertaken to relate log and core acoustic data over a wide
frequency range in order to quantify scaling relationships.
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COMPARISON OF ATTENUATION VALUES OF SIERRA
WHITE GRANITE OBTAINED USING DIFFERENT METHODS
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Figure 1: Attenuation (1000/Qe) of dry Sierra White Granite as a function of frequency

computed from ultrasonic pulse propagation (spectral ratio), waveform inversion, and
resonant bar measurements.
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g’:gure 2: Plot of the random elastic constant heterogeneity distribution used in the finite
ifference wave propagation model. The distribution was constructed using a gaussian
correlation function with a correlation length of 0.7 cm. The background P wave velocity
1s 4000 m/s and the S wave velocity is 2000 m/s. The elastic constant standard deviation is
20%. The model size is 2 cm x 4 cm.
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Figure 3: Plot of the computed waveforms from the heterogeneous core model of Figure
2. The propagation distances are 1 and 3 cm respectively.
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BOREHOLE STONELEY WAVE PROPAGATION ACROSS
PERMEABLE FRACTURES

X.M. Tang, New England Research, Inc.
C.H. Cheng, MLLT.

SUMMARY

This study investigates the propagation of borehole Stoneley waves
across heterogeneous and permeable structures. By modeling
the structure as a zome intersecting the borehole, a simple one-
dimensional theory is formulated to treat the interaction of the
Stoneley wave with the structure. This is possible because the
Stoneley wave is a guided wave, with no geometric spreading
as it propagates along the borehole. The interaction occurs be-
cause the zone and the surrounding formation possess different
Stoneley wavenumbers. Given appropriate representations of the
wavenumber, the theory can be applied to treat a variety of struc-
tures. The application to the fluid-filled planar fracture shows
that the present theory is fully consistent with the existing the-
ory and accounts for the effect of vertical extent of an inclined
fracture. Of special interest are the cases of permeable porous
zone and fracture zones. The results show that, while Stoneley
reflection is generated, strong Stoneley wave attenuation is pro-
duced across a very permeable zone. This result is particularly
important in explaining the observed strong Stoneley attenuation
at major fractures, while it has been a difficulty to explain the
attenuation in terms of the planar fracture theory. In addition,
by using a simple and sufficiently accurate theory to model the
effects of the permeable zone, a fast and efficient method is devel-
oped to characterize the fluid transport properties of a permeable
fracture zone.

Several field cases are also modeled and the theoretical re-
sults are compared with the field data. It is shown that low-
and medium-frequency Stoneley waves (1 kHz data from Moodus,
Conneticut, and 5 kHz data from Monitoba, Canada) are very sen-
sitive to the permeability of the fractures and can be used to as-
sess permeability from in-situ logging data, if the fracture porosity
and zone thickness can be measured. At high frequencies, how-
ever, Stoneley waves are not very sensitive to permeability but are
mainly affected by the sum of the fracture openings expressed as
the product of fracture zone thickness and porosity in the fracture
zone. This finding is demonstrated by a logging data set (Moni-
toba, Canada) obtained using high-frequency Stoneley waves at
34 kHz.

INTRODUCTION

Fractures or permeable structures in reservoirs are of great impor-
tance in the exploration and production of hydrocarbons. Hetero-
geneous layers in the formation are also of major significance. A
very good example of such heterogeneous and permeable struc-
tures are the sand-shale sequence found in sedimentary forma-
tions. Full waveform acoustic logging offers an effective tool for
characterizing these structures. The current technique for model-
ing borehole acoustic wave propagation is finite difference method.
This technique can handle heterogeneity quite easily. However,
the implementation of the method to a permeable porous forma-
tion is still a topic of research. Although wavenumber integration
technique can be used to calculate wave propagation in homoge-
neous porous formations (Rosenbaum, 1974) it is very difficult, if
not impossible, to apply such a technique to treat problems in-
volving porous layer structures. In this study, we will show that
if only the low-frequency Stoneley wave is used, the interaction of

acoustic waves with borehole permeable structures can be much
simplified. The objective of this study is to develop a theoreti-
cal model that can be used to calculate borehole Stoneley wave
propagation across heterogeneous and permeable structures. As
a result, the properties of such structures can be characterized by
means of Stoneley wave measurements.

The Stoneley (or tube) wave has been used as a means of for-
mation evaluation and fracture detection. This wave mode domi-
nates the low-frequency portion of the full waveform acoustic log
due to its relatively slow velocity and large amplitude. Because
this wave is an interface wave borne in borehole fluid, the Stone-
ley is semsitive to such formation properties as density, moduli,
and most importantly, permeability or fluid transmissivity. It is
expected that any change of these properties due to a formation
heterogeneity will result in the change of Stoneley propagation
characteristics, allowing the heterogeneity to be characterized us-
ing Stoneley wave measurements. Borehole fractures are an ex-
ample of such heterogeneity. Paillet and white (1982) observed
that attenuation of Stoneley wave occurs in the vicinity of per-
meable fractures. Hornby et al. (1989) showed that permeable
fractures also give rise to reflected Stoneley waves. In all these
models, the analogy of parallel planar fluid layer was commonly
adopted to represent the fracture. Laboratory model experiments
that comply with this analogy have yielded results that agree
with the theoretical results (Tang and Cheng, 1988; Hornby et
al., 1989). Although both attenuation and reflection of Stoneley
wave are predicted by the plane-fracture model, it takes a rather
large fracture aperture (on the order of centimeter) to attenu-
ate the Stoneley wave significantly. However, fractures with such
apertures are rarely found in the field (Hornby et al., 1988), but
Stoneley wave attenuation (up to 50% or more) across in situ frac-
tures is commonly observed (Paillet, 1980; Hardin et al., 1987).
Until now, there has not been an effective model to account for the
significant Stoneley wave attenuation observed in the field. Paillet
et al. (1989) suggested that in situ fractures may consist of an
array of flow passages or fracture layers, instead of a single fluid
layer. In this study, we substantiate this hypothesis by modeling
fractures as a permeable zone in the formation. Key parameters
that are used to characterize the permeable zone are thickness of
the zone, permeability, fracture porosity, and tortuosity. Since the
last three parameters are typical parameters of a porous medium,
we can use the Biot-Rosenbaum theory (Rosenbaum, 1974) to
model the Stoneley wave characteristics in the permeable zone.
Tang et al. (1990) have recently developed a simple model for
Stoneley propagation in permeable formations. This model yields
consistent results as the analysis of Biot-Rosenbaum theory in the
presence of a hard formation, but the formulation and calculation
are much simplified. The use of this simple theory in modeling
the permeable zone will allow the development of a fast and effi-
cient algorithm to characterize the effects of the zone on Stoneley
waves, In the following, we develop a theory for the Stoneley wave
interaction with a borehole structure.

THEORY

In this section we describe a theory for calculating Stoneley wave
propagation across heterogeneous and permeable borehole struc-
tures. Thestructure is modeled as a zone sandwiched between two
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formations of different properties. The theory is able to handle a
variety of structures including a fluid-filled plane fracture (hori-
zontal or inclined), an elastic layer, a permeable porous zone, and
a permeable fracture zone. In this study, we concentrate on the
problem of a permeable fracture zone. We briefly outline the ma-
jor steps concerning the calculation of a permeable fracture zone.
This zone is modeled as thin layer of of porous materials which
can have very high porosity and permeability. Figure 1 illus-
trates the configuration of the borehole, a logging tool (modeled
as rigid), the permeable zone, and the surrounding formations.
As the Stoneley wave encounters the permeable zone, interaction
between borehole fluid and permeable fracture zone occurs be-
cause of dynamic fluid conduction into the permeable zone. This
interaction is governed by the wave propagation characteristics
in the zone as well as in the formation. Therefore, the interac-
tion is characterized by two wavenumbers k; and ks, where k; is
the Stoneley wavenumber in the surrounding formation (i.e., the
incident Stoneley wavenumber) that can be calculated using the
borehole period equation. The Stoneley wavenumber in the per-
meable zone ky can be calculated using Biot-Rosenbaum model
(Rosenbaum, 1974; Cheng et al., 1987). However, this model is
somewhat complicated. By applying the concept of dynamic per-
meability of Johnson et al. (1987) to acoustic logging in a porous
formation, Tang et al. (1990) showed that the the complicated
Biot-Rosenbaum model can be much simplified to give an explicit
expression for the Stoneley wavenumber. The dynamic perme-
ability captures the frequency-dependence of fluid flow in porous
media and makes the simplified theory consistent with the exact
theory of Biot-Rosenbaum model (Rosenbaum, 1974, Cheng et
al., 1987) even at high frequencies (Tang et al., 1990). The trans-
mission and reflection coefficients at the permeable zone are given
by
4k kel

(kl i ki}ﬁe-—ﬁqf; = (kl - kzlﬂeikgﬂ ’

2i(k2 — k?)sin(ko L) 5
s+ haee ol — (y — Byt )
where L is the thickness of the permeable zone, In addition to
the transmission and reflection coefficients, one can also obtain
solutions for Stoneley wave motion in the permeable zone. As a
result, synthetic seismograms can be computed for any source-

receiver locations, which can be used to simulate the Stoneley
wave log across the permeable zone.

rCc

(1)
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APPLICATION

We apply the permeable zone theory to the modeling of Stone-
ley (tube) wave log across a fracture zone in the Moodus #1 well
drilled in east-central Connecticut. The well was drilled into crys-
talline rocks. A major water-producing zone at depth of about 610
ft was identified. The various log data in the vicinity of the zone
have been published in the 1989 SPWLA symposium (Hornby et
al., 1990) and are re-presented in Figure 2. Of special interest is
the Stoneley wave log in Figure 2a. This log was recorded using a
research prototype sonic tool which excites a Stoneley wave with
centerband energy around 1 kHz (Hornby et al., 1990). As seen
from Figure 2a, Stoneley wave reflections are clearly generated
at the fracture zone. The reflection coefficient of about 0.1 was
estimated (Figure 2a). In the section across the zone (at the ori-
gins of the up- and down- going reflected waves) the transmitted
waves show weaker amplitudes compared with the waves outside
the section. In other words, Stoneley waves are attenuated across
the zone. The borehole televiewer in Figure 2b shows that the
thickness of the zone is about 5 ft. The fracture image obtained

using formation microscanner indicates that the zone consists a
large number of micro-fractures and the average fracture porosity
is on the order of 10%. Although fracture porosity determined by
an electrical tool is usually very variable, this porosity value can
still be used as an order-of-magnitude estimate for the fracture
zone. This data set presents a very good example for our theo-
retical modeling. It also provides most of the parameters needed
for the modeling. The borehole radius is given in Figure 2a as
R =8.5 cm. We assume that the tool radius is @ =0.4 cm. Since
the well is in crystalline rocks, we assume that the density, com-
pressional and shear velocities are p=2.7 kg/m?, V,=6 km/s, and
V,=3 km/s. The same parameters are also used for the rock ma-
trix of the fracture zone, For the fracture zone, we use a porosity
of ¢=10% (Figure 2b) and the tortuosity a in Eq. (2) is assumed
to be 1. The zone and the borehole are filled with water whose
density, acoustic velocity, and viscosity are po=1 kg/m?, Vy=1.5
km/s, u=1 cp. The zone thickness L in Eq. (2) is 1.52 m (= 5 ft).
The only uncertain parameter in the modeling is the permeability
ko in Eq. (3). Fortunately, we have the measured Stoneley wave
reflectivity (Figure 2a). A permeability of about 4 Darcies was
estimated by matching the theoretical reflection coefficient with
the measured value.

If the plane fracture theory is used to model the reflection
data, the fracture aperture would be 5.6 mm (Hornby et al., 1990),
which gives a reflectivity of 0.1 around 1 kHz. This aperture
was obtained with a fluid-filled borehole. If a rigid tool of 4 cm
radius in the borehole is accounted for, the aperture value reduces
slightly to 4.5 mm, which gives the same reflectivity of 0.1 around
1 kHz. It is convenient here to compare the full results from the
present theory and the plane fracture theory. To do this, we have
computed synthetic Stoneley wave logs across the fracture zone
using to the two theories. The seismograms are calculated using
a Kelly source with a center frequency of 1 kHz. The source-
receiver spacing is 3.06 m (Hornby et al., 1990). Figures 3 and
4 show the results. The seismograms in Figure 4 are computed
using the permeable zone theory, while those in Figure 5 are using
the plane fracture of 4.5 mm. The two separate figures show the
same features for the up- and down-going reflected waves, the
amplitudes of these waves being almost equal. However, the waves
transmitted across the fracture zone, as indicated by arrow(s)
in the figures, are quite different. The permeable zone theory
predicts significant attenuation for the transmitted waves, which
is supported by the Stoneley wave data across the fracture zone
(Figure 2a) Whereas the plane fracture theory shows very slight
attenuation.

We also applied the theory to two additional logging data sets
(one is 5 kHz and the other is 34 kHz) from Monitoba, Canada.
For the 5 kHz data, the theory was found to fit both the transmit-
ted and reflected Stoneley waves fairly well. For the 34 kHz data,
it was demonstrated that Stoneley attenuation is not sensitive to
permeability, but is primarily controlled by the sum of fracture
thicknesses across the fracture zone.

CONCLUSIONS

In this study, we have tested the new theoretical model for Stone-
ley wave propagation across permeable fractures by comparing
it with field data. Application to the low-frequency data from
Moodus #1 well shows that the theory is very sensitive to per-
meability at low frequencies and can be used to assess fracture
permeability from the measurement data. The medium-frequency
data from URL-M11 well showed that with reasonable choice of
fracture permeability and porosity, the Stoneley wave characteris-
tics in the vicinity of a fracture zone can be satisfactorily modeled,

52




The case of high-frequency data from Manitoba data set indicates
that at very high frequencies, the model is controlled by the the
parameter L¢, or the total fluid volume across the fracture zone.
These examples demonstrate that the permeable zone model can
be used as an effective method for fracture detection and charac-
terization.
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SCALE OF ANISOTROPY: A THEORETICAL STUDY OF VELOCITY ANISOTROPY
FOR MICRO AND MACRO FRACTURES

Batakrishna Mandal and M. Nafi Toksoz, M.L.T.

SUMMARY

Theoretical calculations are made to compare the anisotropic
velocity variations for rock masses having micro and macro
fractures. We use two different hypotheses for computing elas-
tic moduli. They are, (a) micro fracture models where frac-
ture dimensions are very small compared to the wavelength
(e.g. Hudson, 1980, 1981), and (b) rock mass with large frac-
tures where the stresses are continuous across the fracture but
displacements are discontinuous (e.g. Schoenberg, 1980, 1983;
Pyrak-Nolte et al., 1990). Both cases show anisotropic veloc-
ity variation but they differ in nature. A good example is the
qSP wave (polarized (P)arallel to the symmetry axis) propa-
gating parallel to the fractures. Case a predicts that both qSP
and SR (wave polarized (R)ight angle to the symmetry axis)
have the same velocity for incidence perpendicular to the frac-
tures and gSP wave velocity is same for both perpendicular and
parallel to the fractures, On the other hand, model for Case b
predicts that the qSP wave velocity parallel to the fracture is
equal to the velocity of unfractured rock mass, This also holds
for P and SR waves. To compare the anisotropic velocities of
the three body waves (qP, gSP and gSR) for the two models
we calculate different examples. For Case a, we evaluate the
dependence on the fracture density (CD = N a®/V) and the
aspect ratio (AR = d/a, where N is the number of fractures
of radius a and thickness d in volume V). For Case b, we inves-
tigate the effects of fracture spacing (number of fractures per
unit length) and the specific stiffnesses of fractures (the ratic
of the incremental stress across the fracture to the incremental
displacement that the stress produces). Some of the important
features will be discussed as follows: For a fixed crack density,
the qSR velocity variations are same for cracks of different as-
pect ratios. Case a predicts less velocity variations for qSR and
large variations for qP for increase in aspect ratios. Velocity
variations increase with increasing fracture densities. For fixed
fracture spacing, Case b predicts that as the angle of incidence
increases, all three body wave (qP, qSP and qSR) velocities
increase and approach the velocity values in the unfractured
rock at an angle of incidence of 90° (parallel to the fractures).
The intermediate nature of the velocities is controlled by the
stifinesses of the fractures,

INTRODUCTION

The understanding of seismic anisotropy of various fractured
rock masses is important for the successful resolution of many
geophysical problems such as exploitation of fractured hydro-
carbon and geothermal reservoirs, Discontinuities ranging in

scale from microfractures to faults are common within the
Earth’s crust. These discontinuities often occur as nearly par-
allel groups or sets and also control the hydraulic and mechan-
ical behavior of rock mass. To lncate such discontinuities from
seismic information is of great importance to practical geo-
physical problems. It is often observed that the presence of
such discontinuities displays seismic anisotropy in the elastic
properties of the rock mass. In this study, we discuss about two
different kinds of crack system. They are, (a) dilute fracture
model where wavelengths are large compared to the size of the
cracks, and (b) nonwelded fracture model where the stresses
are continuous but displacements are discontinuous across the
fracture. Both cases show seismic velocity anisotropy. The
motivation of this study is to understand the nature of veloc-
ity variation with different parameters of the fracture system
derived from existing theories.

DILUTE FRACTURE MODEL

The use of this kind of fracture model is very common to rep-
resent crack systems. The theory for computing the effective
moduli of a rock mass containing aligned thin fractures or
cracks was established by Hudson (1980, 1981). This model
assumed that the crack dimension was small compared to the
wavelength and that the distribution of parallel penny-shaped
cracks was dilute. The effective moduli of the entire rock mass
containing such crack systems were established by introduc-
ing first and second order perturbations to the isotropic elastic
moduli of the uncracked rock mass, and incorporating frac-
ture density, aspect ratio and weakly isotropic filling material.
From these effective elastic consiants the seismic velocities of
the medium containing parallel cracks were determined. Figure
1 shows the azimuthal variation of normalized velocities with
different aspect ratios for a crack density 0.1, where the parallel
cracks in the rock mass are filled with gas. The 0° represents
the wave propagation perpendicular to the crack plane. As
the aspect ratio increases the velocity variation also increases
for both qP and qSP wave. The qSR wave variation does not
depend on aspect ratios (AR). Figure 2 represents the velocity
variation with the different crack densities and aspect ratios for
the wave propagating along the plane of 60° from the crack
plane (i.e. 30° from the perpendicular of the crack plane). In
general the velocity anisotropy in¢reases with increase of crack
density and aspect ratio, but at higher values of the product
of aspect ratio and crack density, it appears that the Hudson’s
theory produces nonlinear velocity variation. We also present
here the anisotropic effect for the other filling material.
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Scale of Fracture Induced Anisotropy

I

¥ gqP-Wave (CD = 1) gSR-Wave (CD = .1) qSP-Wave (CD =.1)
: !TIIII[!IIIilIIIIIII'I1{II!: :IIIIIIIITII{I’I'IIIII]EII{IIIIIi :Illll'llllll[b!lllllllll!lllll:
1E = = 3 = =
o g = o a ) =
: N 1k 5
0sF A 3 E 1 E =
g : g 1 F  — 0001(AR) 7 I ]
S e d E . 1E ]
= 2 = ik - a T E ]
08 7 g3 =9 2 |E =
e B 1 1k ]
E 1E -2 1 E 3
=] I = (Il = =l ]
Z 07F . B =5 F >
061 ol = = b =
05:”I|1r|.t|!lll||||||||JI.I||1J_]: :||{FI!IIIIIJIIJJFII]IIIII[III :IiIIlLIItlllfllll!llllllll]l[:
0 30 90 0 30 90 0 30 90

degree degree degree

Figure 1: Normalized azimuthal velocity as a function of aspect ratio for a crack density of 0.1 using
the Hudson theory. 0° represents the wave incident perpendicular to the fractures.

1 qP-Wave (30) gSR-Wave (30) qSP-Wave (30)
. :IIll!lTIIllllllllllllllllrl!l: :I'IllI!III|III|IIIII[IIIII[III: 'IIIIIIIIl]!IIIII[!IIiIIIlIIII:
1k 4 K e =
s 1 15 e
(7] - T E = L i =
.g o 3 E = = 3
> F 3 £ 1t ]
B osf = e 3 B 4
g F : 1 -~ S £ 3
E I = e l: :
Z o7 =8 JE -
06F 1F 4 F E:
:llIIlIlIIIIII!llIlIIIIlIII!IJE E|llllKlllilll]llllilllll‘llll5 EIIlIIIfl‘lllll|lll||lll|l?lilE
054 02 030 02 030 0. 02
CD
Host rock ;: Vp = 5000, Vs = 2900 m/sec Filling : Gas

Figure 2: Normalized velocity as a function of crack density and aspect ratio for the wave incidence at
30° from the perpendicular of the crack plane.

(=1
L

56




Scale of Fracture Induced Anisotropy

DISPLACEMENT DISCONTINUITY FRACTURE
MODEL

This model represents a rock mass containing from a single to a
large number of nonwelded interfaces represented by displace-
ment discontinuity boundary conditions in the seismic wave
equation. The displacement discontinuity is the ratio of aver-
age stress to the specific stiffness of the interface. The stiff-
ness is related to the density of coplanar fractures. The dense
fracture population refers to a Jow fracture stiffness, while the
dilute fracture population represents a high fracture stiffness.
The specific stiffness is the ratio of the internal stress across
the fracture to the incremental displacement that the stress
produces. The value of specific stiffness determines the seismic
properties of the fractures including the effect of the mechani-
cal coupling between the fracture surfaces on the transmission
properties across the fracture. For example, an infinite specific
stiffness refers to the welded contact and a zero stiffness rep-
resents the free surface. In this model the main constraint is

SH-Wave (Fractures = 200)

].} 'Il'l‘ll!lI]lll!llllllll\rTlTr

L1 11

TTrrrrrTrrTy

09~ 7. -
g :
S =
e .
> 0.7F -
= F -- 10 ]
=) « =
=k -- 15 4
- —- 20 :
= 0S5 25 —
& I =
g N s
= H ]
03 <
. ]
:l_i_l i A 14l I INENEEEEN l Al i il t:

015 30 60 %0

degree

Host rock : Vp = 5000., Vs = 2900 m/sec

Figure 3: Azimuthal variation of normalized effective group veloc-
ity with change of specific stiffness (SS in Pa/m) for a

rock mass with 200 fractures per meter.

that the seismic wavelength must be greater than the fracture
spacing (i.e., the asperities of contact between the two surfaces
of the fracture). Theoretical studies involving the general so-
lution of the seismic wave equation for this kind of fractures
are given by Schoenberg (1980), Park-Nolte et al. (1990) and
others. Park-Nolte et al. (1990) also investigated this displace-
ment discontinuity theory in light of the observed laboratory
data. This model produces also anisotropic velocity variation
which is different in nature than that from the dilute fracture
model. For example, we display in figures 3-4 the effective
SH group velocity variation with different incident angles to
the fracture (0° represents the incidence perpendicular to the
fracture), specific stiffnesses (SS) and number of fracture per
unit length. The P-wave velocity variation is similar to SH, but
SV-wave suffers a discontinuity in the effective group velocity

at the the critical angle as a converted P-wave is generated
here by the incident SV-wave. We will discuss this in details.
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Figure 4: Normalized effective group velocity as a function of num-

ber of fractures per unit length and specific stiffness.
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All these three body waves are slow for incidence perpendicu-
lar to the fracture. In general, this variation depends on the
frequency, but the dependence is negligibly small in the seismic
frequency band (0-2000 Hz).

DISCUSSION

In this presentation we review the anisotropic velocity varia-
tions due to aligned fractures distributed evenly in the rock
mass. The two different theoretical approaches contribute dif-
ferent velocity variations. Qur study needs further experimen-
tal data to confirm the theoretical predictions. In general, the
difference between the two approaches could result in signifi-
cantly different interpretations of the field data.
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Propagation of Seismic Waves Through
2D Random Media: Implications for Travel Times

L.T. Ikelle, M. Schoenberg, C. Chapman and A. Kurkjian !

The integration of surface seismic data with borehole seismic data and well-log data re-
quires a model of the Earth which can explain all these measurements. Such a model
consists of large and small scale inhomogeneities. The large scale inhomogeneities are the

mean characteristics of the Earth while the small scale inhomogeneities are fluctuations

from these mean values.

In this paper we consider a model where the large scale inhomogeneities are represented by
a homogeneous medium and small scale inhomogeneities are randomly distributed inside
the homogeneous medium. The random distribution is characterized by an ellipsoidal
autocorrelation function. Thus we can describe media in which the inhomogeneities are
elongated in a particular direction or even flattened. Some examples are shown in Figure

o

We have implemented an elastic finite-difference algorithm to simulate the propagation of
seismic waves through media with random distribution of inhomogeneities, in particular to
study the effects on travel times. We have looked at two source-receiver configurations: (i)
receivers are distributed along a quarter of circle (Figure 2) and (ii) VSP type of geometries

(Figure 3).

With the configuration in Figure 2, we can study the scattering dependence with angle.
Figure 4 shows finite-difference synthetics for an explosive source propagating through a
homogeneous medium (top) and a 1D random medium (bottom). The parameters used

are described in Table 1. The results are in agreement with theory.

With the configuration in Figure 3, we can point out the travel time drift between 1D

'Schlumberger Cambridge Research, P.O. Box 153, Cambridge CB3 OHG, England
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and 2D random media. Figure 5 illustrates this travel time drift with respect to receiver

depths. Our talk will discuss these results in details.
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Figure Captions

Figure 1. Random media. We consider random medium with an ezponential autocorre-
lation f(z,z) = g%'\/ﬁ where the quantities a and b represent the "scale size”
of inhomogenetties in x and z direction respectively. (z,z) are the cartesian position
vector tn 2D medium. Using the scale sizes a and b we can describe media in which
the inhomogeneities are elongated in a particular direction or even flattened. (a)
a=09m and b=0.9m, (b))a=36m and b=3.6m, (c)a=9.0m and b =09m,
(d) a = 18.0m and b = 0.9m, (e) a — oo and b = 0.9m and (f) a = 0.9m and
b=4.5m.

Figure 2. Source-receiver configuration used to study the scattering dependence with angle.

Figure 3. Source-recetver configuration used to study the travel time drift between 1D and

2D random medium

Figure 4. Finite difference synthetics for an ezplosive source (i.e. only P-wave are gener-
ated) propagating through a homogeneous medium (top) and an ezponential random

medium with a — oo end b= 0.8m (bottom).

Figure 5. Finite difference synthetics for an ezplosive source (i.e. only P-wave are
generated) propagating through a 1D random medium with a — oo and b = 0.8 m
are surimposed on those obtained for a 2D random medium with a = 12.0m and

b=08m
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TABLE 1
Finite-Difference’s Parameters

¢ Spacing (1024x1024)

DX = 0.40m DZ = 0.40m

¢ Elastic parameters
V, = 3000ms™! 'V, = 2110ms™" p = 2.6gcc™?
e Standard deviations

O'Vp - 0.1 Oys = 0- O'p = 0-1

o Source:

Central Freq. =350Hz2 DT = 60us
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ACOUSTIC ANISOTROPY OF SYNTHETICS WITH CONTROLLED
CRACK GEOMETRIES

J.S. Rathore, E. Fjaer, R.M. Holt and L. Renlie
Continental Shelf & Petroleum Technology Research Institute

L. Thomsen, Amoco Production Company

1. INTRODUCTION

The knowledge of crack distributions is of wvital importance for the withdrawal of fluids
from reservoirs in which cracks exist as penetrating fractures, serving as primary channcls
for fluid flow. The presence of cracks affects the acoustic wave velocities giving rise to
anisotropy. It is important to be able to predict theoretically whether the observed
anisotropy is caused by a large number of small, isolated microcracks, or by a few similarly
oriented, larger and possibly connected fractures. Several theoretical modcls for the acoustic
behaviour in cracked and jointed media exist (Hudson, 1981, Thomsen, 1986), vet nonc of
them have been confirmed in a controlled experiment, onc in which sizes, shapes, amounts
and orientational distributions of cracks arec known. In geomatcrials these are generally
unknown parameters. Hence we have undertaken the task of producing a synthetic material
in which the above crack parameters are known.
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Modeling Surface Roughness in Porous Media
Acoustics

Steve Pride, Dale Morgan, and A.F. Gangi
Department of Geophysics, Texas A&M.

Abstract

The presence of half-cylinders on the surface of an otherwise smooth and
constant width flow channel has been allowed for in modeling the drag due
to flow induced both by a time-harmonic pressure gradient and by time-
harmonic shaking of the walls. Such a drag analysis allows one to determine
the complex inertial flow operator in Biot’s theory of wave propagation. It
is shown that when the flow fields about the bumps on either side of the
flow channel do not interact, then the predicted drag does not correlate
with the pore-surface to pore-volume ratio and, further, that there is little
difference compared to a smooth-walled model. When the bumps across the
channel begin to interact there is, of course, an enhancement in the drag.
However, this enhancement does not directly correlate with the pore-surface
to pore-volume ratio.

Introduction

Biot’s equations controlling the average linear dynamics of an isotropic,
porous, fluid-saturated material can be written as

Jdu ow

PE Gy = P gy TV T (1)
and
ow ou
ol T i
PE = Pt 5 P (2)

where u is the average particle velocity of the solid frame, and w is the
average relative fluid/solid velocity or “filtration velocity”. Equation (1) is
a force balance on a bulk volume of the material. +pg is the average stress
tensor in this bulk volume and is related to the average stresses in the solid
(7) and fluid (—pI) by 7p = (1-¢) T,—¢PI where ¢ is the porosity. ppg is the
bulk density given by pp = (1 — ¢)p, + ¢ps. Equation (2) represents a force
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balance on the fluid in relative motion. The inertial operator pg has within
it all induced mass and frictional flow resistance effects associated with the
average relative motion. Proper modeling of pg is crucial if estimates of the
relative flow (and, therefore, estimates of the importance of the slow wave)
are to be accurate.

Biot (1956b) analytically modeled the frequency dependence of pg by
considering the medium to consist of banks of parallel constant-width flow
channels. Pride (1991) has generalized this model to allow for flow channels
possessing variable widths. To obtain analytical results, two restrictions on
the variable-width channels were required: 1) the constriction lengths (i.e.,
the axial distance between two adjacent “throats”) must be larger than the
average channel width; and 2) the slope of the channel walls (with respect
to the channel axis) must be less than one.

Both in this work and in Pride (1991), the effect on pg of allowing
for bumps on the surface of an otherwise smooth and constant-width flow
channel is considered. Such bumps will, in general, violate both of the
conditions given above for the validity of the variable-width model and,
therefore, a different analysis is required. The restirction for which the
analysis of this work is valid is that the viscous boundary layers associated
with the time-harmonic relative flow must be smaller than the bump sizes.

It has been suggested by Johnson et al. (1987), Warner and Beamish
(1987), and Klimentos and McCann (1988), that when the frequencies be-
come so large that the viscous boundary layers are of the size of (or smaller
than) the surface roughness on the grains of a porous material, then fric-
tional resistance to the flow will be enhanced compared to flow through
materials with no surface roughness. Our modeling will demonstrate that,
at least for the case where the bump heights are much smaller than the chan-
nel widths, there are only small differences in the friction drag associated
with bumpy and smooth walled models even though the bumpy walls have
as much as 50% greater area. Accordingly, the usefulness of pore-volume to
pore-surface ratios in defining the pg operator is brought into question.

By directly volume averaging the linear force-balance equation (Cauchy’s
first law) controlling the fluid motion within a porous material, Pride (1991)
obtains

bE &

inﬁ—w—d=—Vp—e'wpfl'l (3)

where d is the drag force defined by
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1
d:wa n-r;dS (4)

and 7 are the actual, non-averaged, fluid stresses acting on the wall surfaces
Sy within a unit macroscopic volume of the porous material. V is the
volume of fluid within this macroscopic volume, and n is the normal to the
walls directed from the fluid into the solid. Vp and iwpyu are the two forces
driving the relative flow and are associated with the peaks and troughs of
a compressional wave and the shaking of the pore walls respectively. From
simple linearity arguments as well as the assumption of macroscopic isotropy
we must have the relation

d=v (Vp+iwpsn) (5)

where, for the time-harmonic case, v is a complex, frequency-dependent
function independent of the applied forces. Combining equations (2), (3),
and (5) then gives

pE:?bhlwv' (6)

The factor of 3 comes from the fact that only roughly one third of the pore
space is conducting fluid in a macroscopically isotropic porous medium. The
other two-thirds of the porespace can be thought to consist of flow channels
perpendicular to the direction of the macroscopic flow. By actually solving
for the tractions n - 74 operating on the surfce of the bumpy walled flow
channels and integrating these tractions over the surface S,, according to
equation (4), analytical expressions for v can be developed from which pg
is obtained through equation (6).

Modeling the Fluid Stresses

The detailed and fully developed modeling of the fluid stresses has been given
by Pride (1991). In what follows simply the basic idea of the modeling is
outlined.

For time-harmonic relative flow, a boundary layer develops whenever the
frequencies become so large that the intertial forces of the fluid dominate
the viscous shear forces. When this begins to occur, the fluid in the center
of the channel behaves as if the fluid were inviscid. However, since the fluid
must have zero relative velocity at the wall there is always a region near
the wall — called the viscous boundary layer — in which the shear forces
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dominate the inertial forces. The thickness of the boundary layer is of the

order
i
§=,/— 7
Vo (7)

where p is the fluid’s shear viscosity.

As stated above, the fundamental assumption of the modeling is that §
is smaller than some characteristic length £ associated with the bumps on
the walls. For an elliptical bump as shown in Figure 1, this characteristic
length £ can be taken as the smallest radius of curvature (= L?/R) so that
the condition (§/¢)? < 1 can be expressed as

p R?
w = 21Tf > p_f- F (8)
Taking R = L for simplicity, we see that for water (u/p;y = 107® m?s71),
condition (8) becomes f > 10° Hz if bump lengths are on the order of a
micron (e.g., clays). Alternatively, if the bumps are envisioned to be grains
on the order of 100 microns, then condition (8) becomes f > 10 Hz.

If condition (8) is fulfilled, then the flow can be approximately modeled .
in the fashion of Landau and Lifshitz (1987, pp. 86-87). If v; is the tangential
component of the flow velocity about the bump, then Landau and Lifshitz
obtain

T— (1 — exp (_3-1;2 %)) (9)

where vim) is the ideal flow field (p = 0) that prevails outside the boundary
layer and that is approximately constant across the width of the boundary
layer. x is alocal coordinate measuring distance normal to the bump surface.

If 7 is further denoted as the local component of the viscous shear trac-
tion acting tangentially on the wall, we have

Te=p % e ‘:5-‘ o™, (10)
Because flow in the boundary layer is locally plane to the wall, there can be
no large variation in the pressure across the boundary layer (e.g., Jones and
Watson, 1963, pp. 198-203) so that the pressure is everywhere the pressure
associated with ideal flow
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p=p'=) (11)

Since p and 7; are the two stresses involved in the drag integral, the problem
of obtaining pg is reduced to solving the ideal flow problem.

Pride (1991) has considered both elliptical half-cylinders and circular
half-cylinders as the bumps on the surface of the channel (see Figure 2). In
the numerical results that follow, we only consider the circular half-cylinder
case. To solve for the ideal flow field about a circular cylinder oscillating
perpendicular to its axis we can use the result of Lamb (1945, p. 64) that the
flow field is equivalent to if a fluid dipole source were located on the cylinder
axis and oriented in the direction of the oscillations. If the ideal velocity is
represented in terms of a velocity potential, and if the fluid is modeled as
being incompressible (which is acceptable so long as f < 10 MHz), then the
potential obeys Poisson’s equation with a dipole source term. This problem
has a well-known solution. To find the total velocity potential due not only
to one particular half-cylinderical bump on the wall, but due to all the
surrounding bumps as well, each bump can be replaced by a fluid dipole
source, and the potential response from each dipole can simply be summed
to obtain the total potential field.

Doing this alone will violate the condition that no flow can penetrate the
bump surface. Therefore, image dipoles must be appropriately placed that
cancel any flow through the bump surfaces, and the potential reponse from
all such image dipoles must be added into the total response as well. In
the numerical results that follow, the flow field from all the dipoles shown in
Figure 2 have been allowed for. Within the central cylinder of Figure 2 there
is an image dipole corresponding to each of the displayed dipoles. Integrating
the ideal pressure field and viscous shear traction over the pore walls within
the dashed box of Figure 2, then leads to an analytical expression for the
v function (and, therefore, pg). Due to the complicated nature of this v
function, the reader is deferred to Pride (1991) for its explicit form.

Numerical Results
It is convenient to express the drag integral of equation (4) as the sum of
two terms:

d= dform 2 dfric (11)
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where,

1
dform = —— | np; dS 12
A (12)
and 1
dfric = —f P ds. 13
7 s..,n Ty (13)

py is the actual fluid pressure induced in the fluid by the flow, and 1-]‘? are
the deviatoric (or shear) stresses acting on the wall. If a material consists of
constant-width parallel flow channels (a Biot model) then the normal to the
walls (n) will be perpendicular to the average flow direction and no form
drag will exist. In the bumpy pore model considered in Figure 2, form drag
is dominant. Thus, large differences between the smooth walled and bumpy
walled cases can be expected in the modeling of pg.

In Figure 3, we compare only the friction drag from the bumpy-walled
model d(‘:::py to the friction drag from a smooth-walled model d{;:;‘th. Both
models have the same channel width (2D R) where D = 10. We have chosen
a large D vlue so that we may investigate whether the pore-surface to pore-
volume ratio in and of itself is an important parameter in the determination
of pg. We see from the figure that when the bumps are just touching (B =
1), the friction drag from the bumpy-walled model is roughly 20% greater
than from the smooth-walled model. This is because the channel has been
effectively reduced in width. For larger B values there is slightly less friction
drag in the bumpy-walled models than in in the smooth-walled models. This
is because even though the shear tractions on top of each bump are greater
than the tractions on the smooth wall, the shear tractions on the side of
the bumps and on the wall between the bumps are less than in the smooth-
walled case. Thus, depending on how the bumps are placed on the wall,
there can either be a slight increase or slight decrease in the friction drag
due to the bumps. Thus, no simple relation between friction drag and the
pore-surface to pore-volume ratio exists for this example.

In Figure 4, we investigate the effect of bringing the walls together keep-
ing the bump-height fixed. Both the real and imaginary parts of pg are
plotted. A value of §/R = 0.1 was chosen for this example. Although the
friction drag is directly proportional to §/R, the form drag is independent
of §/R and, therefore, independent of frequency. Over eighty percent of the
real part of pg is due to form drag. The form drag does not contribute to
the imaginary part of pg. The real part of pg corresponds to the effective
inertia of the fluid in motion, while the imaginary part is proportional to
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the friction (heat generating) flow resistance. It is seen that for small values
of D (i.e., the bumps on either side of the channel close to each other) there
can be large value for pg.

In conclusion, it has been shown that the pore-surface to pore-volume
ratio does not directly correlate with the frictional drag resistance for the
case in which the bumps across the channel from each other do not signif-
icantly interact. However, when the bumps across the channel do interact,
then large increases in pg can be expected. Although this latter result is
intuitively expected, we have provided an analytic means to model pg.
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Figure 1: A bump on a wall.
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Figure 2: The dipole modeling of the ideal flow field. 177 dipoles up to order
(2B)~? and (2D)~? have been allowed for. Within the central cylinder, there
is an image dipole corresponding to each of the displayed dipoles.
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Relating Rock Physics from the Laboratory to an in situ Velocity
Tomogram

Gary Mavko, Nathalie Lucet, Mark VanSchaack

Department of Geophysics
Stanford University

We are exploring ways of applying laboratory-derived relations between seismic
measurements and rock properties to data obtained in the field -- in particular, well logs
and the high quality velocity images obtained with cross well seismic tomography. A
specific goal is to derive the best possible images of porosity and shaliness from the
velocity tomogram, as well as estimates of their uncertainty.

In a particular Gulf Coast example, we have found that using well logs, velocity can
be related empirically to porosity and clay volume, with very high correlation. This is
very similar to our observations in the laboratory, except that the regression coefficients
differ due to the lower degree of consolidation in the field.

Three general approaches are used for creating porosity images:

» Geostatistical techniques - in which velocity, porosity, and shaliness are
considered to be random fields, and we make no a priori assumptions about the
physical relation between them. Instead we derive their statistical relation (auto
and cross correlations) from the velocity and well log data.

+ Laboratory rock physics - in which we use various laboratory and theoretical
relations between velocity, porosity, and clay to deterministically map the
tomogram, point by point, to rock properties.

» Combination of rock physics and geostatistics - in which we apply theoretical,
laboratory, and log-based velocity-porosity-clay relations to the tomogram using

statistical tools
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As expected, ordinary kriging using only the porosity logs gives a fairly detailed
image of porosity very near to the wells, but a low resolution, low accuracy image in the
interwell region beyond the correlation range. Adding velocity information via cokriging
gives slightly more detail in the interwell region. The use of the pure rock physics
techniques gives porosity images with interwell features that mimic the velocity image;
however, they do not reflect the uncertainty of velocity-porosity relations, and they do not
match the measured porosities at the wells. The images that combine rock physics and

gcoétatistics have the best features from both methods.
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The Effect of Permeability Heterogeneity on
Oil-Water Displacement in Porous Media

D.W. van Batenburg, H. Bakken, J. Bruining, and G.G. Drijkoningen
Faculty of Mining and Petroleum Engineering, Delft University of Technology, Mijnbouwstraat 120, 2628 RX Delft, The Netherlands

Abstract

Conventional work on permeability heterogeneity fo-
cusses on viscous flow ignoring the effect on capillary
pressure. We show however that small-scale permeability
variations may lead to capillary trapping of one phase in
a two-phase system, in our case oil in a water-oil system.
It illustrates the fact that we must properly account for
processes occurring on a macroscopic scale (few cm's),
in a mesoscopic world (m's).

Introduction

Waterdrive is an important recovery mechanism for hy-
drocarbon reservoirs. Some of the most prolific oil fields
in the world have been produced or are operating under
waterdrive condition.

This paper focusses on the description of a two phase
flow where the presence of macroscopic heterogeneities
induces additional capillary forces [1]. As elaborated by
King [2], we use a probabilistic simulation method based
upon the streamline approach, where capillary forces are
included. Using such an approach, we can study the ef-
fect of capillary forces in the presence of permeability
heterogeneities with regard to displacement characteris-
tics and small-scale entrapment of oil. Such a probabilis-
tic simulation appears to be robust, in particular for vis-
cous unstable systems, although it is acknowledged that
from the computational point of view, it is rather time
consuming.

The initial state

Consider a square horizontal porous medium of height h
and length L, with permeability k;. Within it, there is
a block of the same height A and length Ly with per-
meability k;, as shown in Figure 1. The porous medium
contains water at connate water saturation Sy, and oil
at a saturation of (1 — S,.). Water is injected from the
left and oil and water are produced on the right. The
other two sides of the medium are considered as no-flow
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boundaries. Qil and water are considered incompressible
and immiscible. Gravity forces are excluded but could
also be introduced without much difficulty.

The parameters determining the flow in the heteroge-
neous model are described by two dimensionless num-
bers. The first one is the macroscopic capillary number
N which is a scaled ratio of the viscosity u and the root
of the permeability k:

Ho 4
ovk '

N =

in which & denotes the interfacial tension between oil and
water and g the total flux; the subscript o refers to oil.
The other parameter determining the flow, is the ratio of
the viscosities:

M=,
Huw
where the subscript w refers to water. As an aid we shall
also use the ratio of the permeabilities G :
kg
pg= s
1
Relative permeabilities quadratic with respect to reduced
saturations were used. For the capillary pressure p., Lev-
erett's [3], empirical relation was used, i.e.,

Pe(T,Su) = 0 J(Sw) \[ 57 (1)

k()

where ¢ denotes the porosity, 7 denotes the position vec-
tor in space and J(S) is the Leverett J-function. We
have taken for J:

J(S)=(1-5)(25*-25+1) (2)

Flow relations
The model equations (here given as (8) and (11)) are
derived as follows. The mass balance equations for each

phase is given by

a=ouw,  (3)



2 THE EFFECT OF PERMEABILITY HETEROGENEITY ON OIL WATER DISPLACEMENT

where @, is the specific discharge (Darcy velocity) of
phase a. Adding the two equations and recognizing that
S, + Suw = 1, we obtain the following condition for the
total specific discharge i = 4, + 1!

V.@=0. (4)

For the equation of motion Darcy's law for multiphase
flow is applied

ﬁ'u = "“Aa 6?&: a=o0,u, (5)

where ), is the mobility of phase . Assuming the differ-
ence in pressure between the oil and water phase is given
by the capiliary pressure, i.e., p. = p, — pw. We obtain
by adding the two last equations:

= a P P
-~ Vpy =+—+—Vp.. 6
B ’\tot+Atot ¥ (6)

in which the abbreviation A, = )‘2 + Ay is used,
We now define the stream vector ¥ by:

a:%ﬁx@. (7)

We take the curl of the one-but-last equation and sub-
stitute the definition of the stream vector. Assuming
all quantities are independent of z, we obtain for the z-
component ¥, of the stream vector (2D-stream function
formulation):

= )

v ()‘tot V‘I'z)
(%) - 4% o
dx \ Aot Oy 0y \ Ator Oz ’

It can be shown that the right hand side of (8) becomes

zero when the capillary pressure function only depends

on the saturation i.e. in the absence of heterogeneities.

Substitution of equation (1) with position dependent per-

meability into (8) leads to a source term on the right hand
side of (8)

e

)

A - -

Sl 0 1(Su) VB [FSx FT]  (9)

y 3

This means that the flow is not rotational free when the

source term is non-zero. Such a non-zero source term

induces a vortex motion, It is noted that the source

term is only non-zero if the saturation gradient and the

permeability gradient have different directions. In a ho-

mogeneous permeability field this term is always zero.
Also in the presence of capillary forces, we assume we

can write @ as f,, 7 where f,, is the fractional flow func-

tion ; this is the streamline approach. We can then write

equation (3) for the water phase as:

aSu,l

i,

e (10)
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We used equation (4). In the direction of flow £, i.e.
in the direction of the specific discharge vector @, one
obtains

35y 8fu q 0¥ Of,
— el —— o e e 11
S =Y 5 T La¢ of Ly
where equation (7) was used in the coordinate system
€,(, z; € is the coordinate in the direction of flow and ¢
is the coordinate perpendicular to the flow direction, In

the streamline approach one derives

Aw 2 Auwlo é&

= — 12
fu Aot f\:oruf o€ ( )

The boundary conditions for the flow are given by:

U,=0 foo0<a<Ly=0
¥.,=1 for0<z<Ly=1L;
aw;

=0 forz=00<y<L;
on

forxa=L,0<y<L.

Numerical implementation

For the simulations a staggered grid is used. The satura-
tion dependent variables such as capillary pressure, frac-
tional flow and mobility are defined in the centre points
of squares. The stream function values are then assigned
to the points located on the corners of the square, For
calculation of the normalized stream function, the satura-
tion dependent properties are averaged over the relevant
sides of the squares. Equation (8) is discretized using a
conventional five point molecule [4].

A time step starts by calculating the value of the
normalized stream function, ¥, on the corners of each
square. To this end the discretized form of equation (8)
is solved iteratively. Saturation dependent properties are
considered constant during stream function calculation.
Subsequently two independent random numbers are gen-
erated, The two numbers determine the location in the
grid where "the walker” AS will be trapped. The loca-
tion is found by following the streamline corresponding to
the first random number until the fractional flow value
for the current block "equals” the second random num-
ber. The procedure is repeated until the required number
of pore volumes has been injected,
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Results and discussion

Figure 2 shows the comparison between the cases for two
different capillary numbers, a small and a large one, being
represented by the left and the right column, respectively.
The different rows correspond to different pore volumes
injected. In the figure we show the streamlines with the
waterfront, illustrated by water saturation values between
0.5 and 0.7.

Let us concentrate on the first column of figure 2. The
first picture shows the features when the water front is
Jjust about to reach the heterogeneity, while the next one
in the column shows what happens when the waterfront
has just reached the heterogeneity. By looking close at
the streamline pattern, we can see that the pattern is
less dense than before the water entered the zone. This
implies that the total flux through the entrance of the
region has changed, indicating that capillary forces try to
prevent the water from entering the region. This effect
is caused by the term in equation (9).

Now we concentrate on the comparison of the first
column with the second column. The difference between
the two lies in a different capillary number, being larger in
the second column. Actually, the capillary number in the
second column is so large that viscous effects are dom-
inant over capillary effects and so can be interpreted as
neglecting the capillary-forces effect. The first observa-
tion is about the streamline distribution: we can observe
that the capillary number has hardly any effect on that.
What we do see however is that the distribution of the
water saturation is totally different. After one pore vol-
ume injected some oil is still trapped at the entrance of
the high permeable zone. The difference in saturation
distribution is mainly caused by the additional term in
the fractional flow equation (12).

In the next figure(3) we show the saturation distri-
butions. The effect of capillary forces is pretty well pro-
nounced in these pictures as can be seen by the depression
in the distribution even after the whole heterogeneity is
flooded. Also, the picture shows that the heterogeneity
is not swept uniformly. This last feature is even better il-
lustrated in the last picture in the column. The entrance
of the heterogeneity is still less swept than the rest of the
zone, as can be seen by the smaller values of the water
saturation.
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Conclusions

1. In a simple heterogeneous model saturation jumps
occur accross boundaries of regions with different
permeabilities.

2. Capillary forces influence the streamline pattern and
the saturation distribution in a simple model with
permeability heterogeneity. These effects are origi-
nating from the local permeability gradients.
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Figure 2: Comparison of streamlines and part of the water saturation distributions with low (N=1, left columnn) and
high capillary number (N=10, right column); l; /ls = hy/hy =3, M = 0.5, 8 = 2. Injected pore volume (a) 0.23, (b)
0.33, (c) 0.55, (d) 1.0. 86



Figure 3: Comparison of water saturation distributions with low (N=1, right) and high capillary number (N=10,
left); Iy /I = hy /ha = 3, M = 0.5, B = 2. Injected pore volume (a) 0.23, (b) 0.33, (c) 0.55, (d) 1.0.
87



A CASE STUDY OF RESERVOIR HETEROGENEITY IN A FLUVIAL SANDSTONE:
THE GYPSY SANDSTONE OF OKLAHOMA

J.D. Doyle, M.L. Sweet, D.J. O’Meara, V. Langlais
B.P. Exploration

Reservoir simulation models based on detailed outcrop
description provide a means to evaluate the importance of various
types of heterogeneity on reservoir performance. To better
understand the effects of heterogeneity on fluvial reservoirs,
three dimensional reservoir simulation models were constructed
based on descriptions of the lithofacies, internal architecture,
and porosity and permeability distribution of a multistoried
fluvial sequence, the Pennsylvanian Gypsy sandstone, at a study
site 25 miles west of Tulsa, OK. A detailed two dimensional
description of the exposure also provides a basis for measuring the
spatial variability of reservoir properties and for assessing and
calibrating geostatistical methods which have been proposed for use
in developing reservoir models.

Reservoir models based on the outcrop use deterministic
mapping of channel sandbodies together with stochastic
representation of facies as a basis for assigning reservoir
properties. Results of simulation of simple, incompressible, two-
phase flow with wvarious well configurations are discussed in
comparison to models with constant, averaged permeability.

To prepare the models, the fluvial architecture of six channel
sandbodies was mapped on the parallel walls of a 300 m roadcut
using photomosaics. Macroforms identified within sandbodies are
lateral accretion deposits modified by chute channels. Channel
sandbodies decrease in size upward form 200 m wide and 10 m thick
to 60 m wide and 3 m thick. Erosional surfaces comprising the
bases of the lower three channels could be traced longitudinally
330 m into a grid of 22 boreholes; lower order features could not
be correlated. Laterally, the channel sandbodies thin into
floodplain mudstone and siltstone.

Each channel-fill sequence is comprised of up to 5 sandstone
facies in addition to laterally and vertically adjacent mudstones
and siltstones. All of these facies were extensively sampled to
determine their porosity and permeability characteristics. Spatial
distribution of these facies is variable, and their lateral extent
is commonly less than the spacing between borings. Therefore a
stochastic representation of facies was chosen for the models.
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INTEGRATION OF GEOLOGY AND GEOPHYSICS
IN STOCHASTIC MODELS

A. GALLI, C. RAVENNE and Heresim Group

To build an accurate stochastic model of a reservoir we need to integrate all the
data (wells, seismic) and the available geological information.

The Heresim model for reservoir description is based on the idea that
heterogeneities are partly controlled by sedimentology. So that we first simulate the
architecture of the reservoir in terms of lithofacies. This first simulation is computed after
our occurate sequence stratigraphy study of the data which provides the sequential
ordering of the lithofacies, the boundaries of the sequence and the chronostratigraphic
markers. Then inside these lithofacies we reconstitute the spatial variability of
petrophysical parameters such as porosity and permeability.

Because of the flexibility of this model we can integrate both geological
knowledge, and seismic information.

The geological knowledge gives the general depositional environment. It also
provides precise ideas of the vertical spliting of the reservoir into units which are
homogeneous from a geological point of view, mainly using sequence stratigraphy
concepts. This also give ideas of chronostratigraphic markers which can be used as
reference levels for statistical computation and geostatistical simulations. This together
with the wells provides precise vertical knowledge and depending on the number of
wells and their separations some lateral knowledge, quantified by means of variograms
and of vertical proportions (i.e : at each vertical level probability to have a given
lithofacies). The seismic data gives less vertical information but increases the lateral
information available.

This can be used at differents levels in the modelling :
- more precise determination of some unit boundaries

- general knowledge of lateral variations of the geological environment,
and/or quantification of the horizontal anisotropy by means of variogram computation
on amplitudes.

- If there is a reasonable relation between some seismic attribute and
lithologies we can obtain the probability to have a given lithofacies in between wells from
the seismic data orin some cases the sand shale ratio over the thickness of the reservoir.
Both can be incorporated as constraints in Heresim by means of what we call horizontal
proportion curves (which are probabilities to have a given lithofacies on the thickness
of the reservoir). Note however that this lateral evolution has to be combined with the
vertical evolution obtained using the wells.

Here, we just want to illustrate some new constraints brought by seismic data,
mainly ranges of horizontal variograms and modification of proportion curves.

For the geological studies, the basic concepts are provided by sequence
stratigraphy. For seismic studies, the basic tool is seismic stratigraphy as described by
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“Vail et al. in AAPG memoir 26. Vail et al. (1977) demonstrated that primary seismic
reflections follow geological time lines and thus seismic sections show
chronostratigraphy at the resolution of the seismic data plus or minus the breadth of one
half of a reflector”. (Vail, preprint 1990). As we work in the stratigraphic frame work, and
as all the geostatistical parameters must be computed parallel and perpendicularl to
the reference level, the first step is to flatten the seismic section, that is to say to
horizontalize one selected reflector in the reservoir area, and of course to delete the
effects of post-sedimentary faults.

Several trials must be carried out before getting the best flattening and often,
the reservoir zone, even on seismic data must be split in different seismic units with
different flattening markers.

In seismic stratigraphy, seismic facies units (see Sangree and Widmier, 1977)
can be defined in the depositional sequence. One unit is characterized by a certain set
of values of the seismic parameters (amplitude, continuity, .....) whichis differentin other
units. After the full seismic stratigraphy analysis, these units can be interpreted in
lithologies.

In this case study, the seismic facies units are based on amplitude values.
Sandstone can be found in both positive or negative amplitude values. Horizontal
variograms have been computed along all the lines (vertical sampling : 2 m sec).

The first set of simulations shows three types of 3D simulation conditioned by
the same wells. These simulations differ by the computations of proportion curves and
mainly by the computation of variograms used after for these simulations.

In the firstone, the range of the fitted variogram is provided by geologists (based
only on geological knowledge), in the second one this range is obtained from the
geostatistical analysis performed on the 33 available wells and in the third one, this range
is obtained from the geostatistical analysis carried out on the flattened seismic section,
giving of course a shorter range.

Some geostatistic tools are also presented, namely the experimental variogram
calculation and its fit. This presentation emphasizes the interest of this tool. Remember
that it characterizes the spatial correlation for the data, which are point data or
convoluted data. The model which gives a geod fit of the experimental variograms is
then used to make (punctual or convoluted) estimation or simulation. The first one is
the bestlinear unbiased estimation, the second one gives more variable values honoring
the fitted model.

As the shape of the experimental variogram depends on the spatial correlation
of the data, the hypothesis of stationarity, regularization can be refuted or not regarding
the variogram. In the same way, the cross-variogram between two variables can show
some cross-correlation behaviour. On the two experimental variograms of two seismic
amplitude fields, one is valid with the conceptual model commonly used in inversion
seismic, the other one is not, at least at this observation scale.

Thus, knowing the experimental spatial correlation of the data, it is possible to
simulate a given variable with the same structural behaviour. And if you add correlation
between two variables or more, it is possible to elaborate a geostatistical model which
honor what you know on your data. That is what is shown on the third part of the
presentation. Two types of geostastistical model are tested. These two examples are
2 dimensional and non conditional but it is easy to make them 3D and conditional. All
two work by gaussian values simulations truncated by adequate thresholds. The first
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one assumes that the facies are in relationship with a seismic attribute. This model
needs the correlation spatial model of the underlying gaussian variable, the seismic
attribute given by the geophysicists and the correlation coefficient between these two
variables. In the presented example two correlation coefficients are used: .8 gives a
lithofacies section which is very correlated with the seismic attribute and .25 gives a
lithofacies section which is similar to the seismic attribute but with more variations.

The second one is based on the Heresim 3D software. The seismic attribute is
transformed into a section of lithofacies proportions which gives the thresholds section.
These lithofacies are seismic facies and the probability curves have to be calculated on
experimental data. The two simulations presented are obtained with two possible
proportion curves of the lithofacies versus seismic attribute.

The presented works already show that to obtain best reservoir simulations it
is possible to use the links which exist between seismic attributes and lithofacies. For
these first approaches, the seismic sections have been used after geological
interpretation in term of seismic facies. For the future, it will be interesting to test other
seismic variables.
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CLOSING THE LOOP:

How Reservoir Testing, Production, and
Simulation Results Feed Back to Seismic
Reprocessing and Interpretation

Lisa Stewart*

May 30, 1991

Summary

A study was made of the Helm Reservoir in the North Sea to determine if the reservoir
model could be enhanced and the production history matched by the combined inter-
pretation of core, log, seismic and production data. The regional tectonic history of the
North Sea was examined to place constraints on the structures and depositional envi-
ronments of the formations sampled by the logs and seismic. Surface seismic lines were
reprocessed using a variety of schemes; the optimum scheme was chosen to be the one
giving images that fit both the VSP and the continuity requirements of the production
history match. The structural model of the reservoir was modified based on the new
seismic images, along with dipmeter, well logs, and pressure decline in the wells. The
revised structural model is consistent with the 3-D irregular grid reservoir model that was
history matched using pressure test and production data. The revised reservoir model
suggests that potential target zones exist for future development.

*Schlumberger Doll Research, Ridgefield, CT 06877. Submitted to the SEG Research Workshop on
Lithology: Relating Elastic Properties to Lithology at all Scales, St. Louis, Missouri, July 28 - August
1,1991
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Introduction

Our understanding of a reservoir often follows a “one-way street”, starting with a static
description, involving the interpretation of geological and geophysical data, and ending
with a dynamic model of reservoir performance. A great deal of the work on the method-
ology of reservoir characterization (e.g., Haldorsen, 1986; Weber, 1986) recognizes the
need for quantifiable input from many disciplines and on many scales, with the dynamic
reservoir model as the ultimate product. Within any one step of the static reservoir
description or dynamic production simulation there will be several iterations: lithology,
porosity, and saturation estimates from logs may be enhanced by core data; seismic veloc-
ities may be refined with input from sonic or VSP data; the reservoir simulator grid may
be updated with revised permeabilities from core data. The reservoir model, however,
need not be the end of the chain. The dynamic behavior of the reservoir will invariably
provide information about its geologic structure, as depicted by two way arrows on many
reservoir characterization flow diagrams (e.g. Worthington, 1991), but there are few doc-
umented cases that this information has been cycled back through the processing and
interpretation of the geological and geophysical data.

Testing and production data and simulation results can measure phenomena on volumet-
ric or length scales similar to seismic measurements, and so should be compatible. These
results are also quantifiable, to the extent that they indicate regions in space where flow
is continuous or discontinuous, and by inference, where formation properties are rela-
tively homogeneous, or inhomogeneous or cut by faults or other structures. The Helm
Reservoir in the Dutch sector of the North Sea provides an example of the use of well
test data, production data and reservoir behavior simulations to influence acquisition and
reprocessing parameters and constrain interpretations of surface seismic and VSP data.

The Helm is a faulted anticlinal structure containing layered oil and gas sands separated
by shales. A reservoir model was built based on initial seismic, log and core data.
However, a consistent interpretation of the multiwell dynamic reservoir performance data
required several features that were not included in the initial interpretation of the seismic
data, such as juxtaposition of different sands across both sealing and non-sealing faults,
and hydraulic isolation of individual fault blocks that had been interpreted as continuous
structures on the seismic sections. In order to address some of the problems encountered
in matching the production history to the reservoir production simulations, new borehole
seismic data were acquired and the existing surface seismic data were reprocessed and
reinterpreted. Several processing schemes were tested over the key seismic line with the
most in-line well control. The optimum reprocessing was chosen to be the one that gave
a section whose interpretation was consistent with the logs, VSP image, pressure testing,
and simulation requirements. All the seismic lines crossing the crest of the structure
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were reprocessed using the optimum scheme, and reinterpreted. The new interpretation
features repositioned faults that satisfy the requirements of the production history match
and some undrained areas that may be potential targets.

Reservoir Description

The history of the exploration, development, and characterization of the Helm Reservoir
has been detailed by Hastings et al., [1991] and so will only be summarized here. The
exploration well, Q-1/3, and the appraisal well, Q-1/5, confirmed the hydrocarbon po-
tential and producibility of oil from Lower Cretaceous sands at about 1200-1300 m depth.
2-D development seismic lines trending NE-SW across the structure were acquired and
processed in 1979; from the interpreted seismic, maps of tops and bases of four sand
layers were prepared, including major faults. Figure 1 shows a contour map of the top
of the thickest sand, called F/A 4-3 (for Facies Associations 4 and 3). A cross section
across the crest of the dome (along seismic line 32 of Figure 1) is shown in Figure 2.

Simulation studies were conducted to investigate the production behavior of the field. The
optimum well configuration to drain the field appeared to be one vertical well at the crest
of the dome surrounded by four deviated wells. Each well encountered the unexpected.
The vertical well discovered two gas zones, and the first deviated well intersected only
half the expected pay thickness, due to a major fault. Production commenced after four
wells had been drilled. Over the next four years four more wells were drilled, and again,
each yielded surprising information. Each well showed RFT! pressure profiles which
indicated different pressure declines in the four sand bodies, and the inflow performance
could not be matched using the current reservoir description. For example, the expected
and actual inflow performance for well Q/A-8 are plotted in Figure 3. In order to match
the pressures and production measured in the field, barriers were introduced between
most pairs of wells, and the fluid transmissablity across those barriers was varied to fit
the observations. In order to confirm the possiblity of barriers to flow, the seismic data
were revisited with the production and testing results in mind as constraints.

Revising the Reservoir Model

The reservoir was believed to contain heterogeneities at all scales. The largest scale
features are faults, which modify the communication and pressure declines within sand
layers and vary the pressure support from the regional aquifer. At an intermediate scale,
bioturbation and crossbedding within the sands created permeability anisotropy; these
effects were studied through permeability measurements and CT scans on cores. Rela-
tive permeabilities varied with scale; measurements on cores indicated mixed-wettability
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which further complicated the interpretation.

In order to refine the large scale model, a borehole seismic experiment (VSP) was con-
ducted in one of the deviated wells, and the key surface seismic line was reprocessed
using the parameters obtained from the VSP [Miller and Stewart, 1988]. The criteria for
evaluating the image quality of the surface seismic data were 1) that the surface seismic
image match the VSP image at the well, and 2) that the surface seismic image indicate
faults or discontinuities that seem reasonable given the requirements of the production
history match. Figure 4 shows the match between the VSP and the surface seismic line.
The processing that gave the best image used interval velocities derived from the VSP
in a pre-stack migration. Figure 5 shows the image from the reservoir portion of the key
seismic line. The same processing was applied to the lines that had no VSP control, and
these lines were interpreted, again with the production requirements in mind.

An example of this process is the isolation of the Q/A-5 well: the early structure map
(i.e., Figure 1) showed Q/A-5 to be isolated from Q/A-6 by a fault, but there was no
major discontinuity between Q/A-5 and either Q/A-1 or Q/A-2 (these correspond to
well numbers on Figure 1). The pressures calculated by simulation were higher than
those measured by the RFT? in Q/A-5, indicating the levels producing into Q/A-5 were
isolated from those at other wells. Depending on the processing method, some of the
new seismic images showed a fault on line 32 between Q/A-1 and Q/A-2, and (probably)
the same fault on line 33 just west of Q/A-5. This fault has been included in the new
structure map of Figure 6. If such a fault were a sealing fault, Q/A-5 would be effectively
isolated from all the other wells in the field. The new map in Figure 6 indicates many of
the same faults as the early map, but some of the faults have shifted or extended.

Concluding Remarks

The premier lesson to be learned from the Helm study is the impact of new information
from one type of data on interpretation of other types of data. We are all aware of the
need to synthesize data from similar physical experiments made at differing scales, such
as permeabilities from core and from well testing, or velocities at sonic frequencies and
at seismic frequencies; however, there is additional valuable correlative information to
be obtained from physical experiments of different natures made on the same volumetric
or length scales. The example of using information about fluid flow behavior to help
evaluate surface seismic data interpretation should not be as surprising as it appears to
be at the current time.

?Mark of Schlumberger
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MULTICOMPONENT VERTICAL SEISMIC PROFILES FOR RESERVOIR
CHARACTERIZATION, SOUTH CASPER CREEK FIELD,
NATRONA COUNTY, WYOMING

D. Kramer and T. Davis, Colorado School of Mines

| Abstract:

To further evaluate the role of multicomponent seismology
in reservoir charactenzauon. the Colorado School of Mines
Reservoir Charactenization Project, Phase 1II. carried out an
integrated study in the South Casper Creek Field, Natrona
County, Wyoming. The purpose of the study was to image zones
of heterogeneity and identify anisotropy in a structurally complex
reservoir. As pant of this project, multicomponent vertical
seismic profiles (VSPs) were recorded in the UNOCAL 10-6-3
well. Shear-wave birefringence measurements determined from
the multicomponent VSP data along with wire-line logs, three-
dimensional (3-D) surface seismic data and geological
information were incorporated in the study.

Faults and associated open fractures were determined to be
the dominant cause of velocity anisotropy for verically
propagating shear-waves in the South Casper Creek field.
Polarization of the fast shear-wave from the near-offset VSP is
parallel to the strike of several of the faults interpreted from the
surface 3-D seismic data. Three isolated zones of velocity
anisotropy between the surface and 2700 ft were determined
from shear-wave birefringence measurements. These zones
correspond with a decrease in tube wave amplitude (indication of
open fracturing) determined from a full waveform sonic and are
associated with brittle rock units such as limestones and
sandstones. Cores taken from the producing interval (Tensleep

Sandstone) and a Formation Microscanner' survey indicate open
fractures with a dominant strike direction nearly paralle! to the
fast shear-wave polanzation direction.

Far-offset VSP shear-wave birefringence measurements
indicate a variability in polanization direction. Further studies are
being pursued to determine if South Casper Creek has a more
complicated symmetry system generated by multiple fracture
directions or if non-vertical propagation of shear-waves caused a
change in polanzation direction of the fast shear-wave.

Introduction:

Integrating geological, geophysical, geochemical and
petroleum engineering data can reduce economic risk in
petroleum exploration and enhance recovery efficiency in
reservoir development. Petroleum reservoirs are heterogeneous,
and often contain lithologic, stratigraphic and structural barriers
that impede the flow of hydrocarbons. Previous studies of the
Reservoir Characterization Project at the Colorado School of
Mines have focused on characterizing a deep flat lying fractured
chalk reservoir in the Silo Field, Wyoming (Martin and Davis,
1987; Davis and Lewis, 1990). The purpose of this study was to
develop processing and interpretation techniques for multioffset,
multicomponent VSPs and incorporate wire-line logs, surface
seismic data and geological information with the VSPs in order
to image zones of reservoir heterogeneity and identify anisotropy
in a structurally complex, folded and faulted sandstone reservoir,
the South Casper Creek Field, Wyoming. Processing procedures

¥ Trademark of Schlumberger

for the VSP data will be discussed in a separate paper enutled.
Multicomponent, Multioffset VSP Processing.

Shear-waves propagating through an azimuthally
anisotropic medium (generated by parallel vertical cracks) will
have components of displacement parallel and perpendicular 10
the fractures. The shear-wave component paraliel to the fracture
direction will propagate faster causing the polarized shear waves
to split and to be recorded at different times. The resulting
separation of shear-waves with different polarizations is known
as shear-wave birefringence or shear-wave spliting. A
multicomponent VSP provides the opportunity to record
downward propagating shear-waves at different levels so that
zones of anisotropy can be identified in situ.

Geologic Background:

The South Casper Creek Oil Field is located on the Casper
Arch in Natrona County approximately 24 miles west of Casper.
Wyoming (Figure 1). The field was discovered in 1918 when
gas was found in the Jurassic Sundance Sandstone. Oil was
discovered in the underlying Pennsylvanian Tensleep Sandstone
Formation in 1922. The South Casper Creek field is a
structural/stratigraphic trap with two doubly plunging anticlines
(domes). Dips on the limbs of the fold structure vary up to 30
degrees. Locally, the Tensleep is an eolian dune and sheet sand,
folded, faulted and fractured through several episodes of tectonic
activity (Ray and Keefer, 1985; Skeen and Ray, 1983). Porosity
in the Tensleep Formation at South Casper Creek ranges between
18 and 33%, and permeability varies from 10 to 3200 md
(Tanean, 1990). The producing Tensleep interval has 580 fi of
closure and is at a depth of 2400 to 2600 ft. Although oil has
been produced for 67 years, only 10 MMbbls of an estimated 70
MMbbis in place have been recovered. The cause of such low
recovery is reservoir heterogeneity and the heavy oil (15 APD) in
the reservoir.

Late in the Laramide Orogeny the pnnciple stress
direction was southwest-northeast (Gries, 1983). "Two left-
lateral shear zones divided the Casper Arch into three distinct
styles of deformation” (Skeen and Ray, 1983). To the south
release of this stress generated left stepping enechelon folds. two
of which are identified as the Poison Spider and South Casper
Creek Oil fields (Figure 2a). Parallel vertical faults, wrench
faults and multiple fracture sets observed locally are caused by
brittle failure of the rocks and suppom the conceptual diagram
showing the formation of enechelon folds presented in Figure 2b.

Data Acquisition:

The UNOCAL USA 10-6-3 well, located in the southwest
portion of the northeast comer of Section 3, Township 33 North,
Range 83 West, (SW/NE-SEC3-T33N-R83W) was the site for
acquisition of wire-line logs and a multioffset multicomponent
VSP survey. A three-dimensional (3-D) multicomponent surface
seismic study was also conducted over a portion of the southern
dome centered about the 10-6-3 well. Figure 3 shows the
location of the 10-6-3 well. the VSP source positions and areal

|
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coverage of the 3-D multicomponent surface seismic survey
overlain on a structural contour map of the Tensleep Sandstone.

Multicomponent VSPs were acquired with verically
polarized (P-wave) and two orthogonal, honzontally polarized
(S-wave) energy sources recorded into a three-component (3-C)
receiver sonde. The resulting nine-component survey was
recorded at one 300-ft, near-offset location and two orthogonal,
1092-fi, far-offset locations. Source locations were chosen
down-dip from the structure so that when the S-wave sources
vibrated either radial or transverse to the borehole their
polarization directions would be oblique to the anticipated axis of
fracturing determined from a nearby UNOCAL 2-D seismic line
(Cameron, 1987) in an antempt to observe shear-wave
birefringence from each source. Accelerometers aftached to each
S-wave vibrator base plate were used to determine the starting
polarity direction and the S-wave vibrators were then oriented so
that all positive polarities conformed to a right-hand coordinate
system with positive "z" downward (Figure 4).

Two strings of casing were cemented in the borehole. The
first. from the surface to 1400 ft and the second. from the surface
to 2770 ft. A cement bond log was run in the well prior to the
VSP 1o insure coupling between the surrounding formation and
casing. Data were recorded at depth increments of 25 ft, from
2700 to 900 ft for the near-offset VSP. From 900 to 700 ft
recordings were made every 50 ft and from 700 to 300 ft,
recordings made at 100 ft levels. This large depth increment
resulted, essentially, in a checkshot survey from 700 to 300 ft.
For the far-offset VSP, a full nine-component recording was
made at depth increments of 25 ft from 2700 ft to 1975 fi.
Sweep parameters used for the vibrators were as follows:

P-wave: 10-122 Hz, 14-s sweep, 500-ms taper, 7 sweeps/level,
S-wave: 6-83 Hz, 14-s sweep, 500-ms taper, 7 sweeps/level.

Analysis:
Modeling studies were used to determine the most effective

processing procedure to identify the polanization direction of the |

fast shear-wave. The four-component rotation technique (Alford,
1986) was more robust than hodogram analysis and was used to
transform data recorded from the orthogonal S-wave sources on
the horizontal receivers into a natural (fast and slow shear-wave)
coordinate system.

Analysis of the near-offset VSP survey revealed three
isolated zones of velocity anisotropy (Figure 5). These
anisotropic zones are associated with specific lithologic units in
the subsurface. Competent rocks such as limestones and
sandstones exhibited azimuthal anisotropy while ductile rocks
such as shales and evaporites showed no measurable shear-wave
birefringence for a vertically propagating shear-wave., Velocity
anisotropy is estimated between 4 to 6 percent in the first zone
which begins in the near surface and continues to a depth of 850
ft. Fractured Cretaceous sandstones, some of which crop out in
South Casper Creek, are the probable cause of velocity
anisotropy in this zone. The predominant direction of surface
fractures is 114 degrees from north, paralleling the polarization
direction of the fast shear-wave as determined from the VSP.
Velocity anisotropy is estimated between 11 and 14 percent in a
second zone which extends from 1372 ft in the Triassic Alcova
Limestone to 1600 ft in the Red Peak Shale. A third zone
exhibits velocity anisotropy ranging between 4 and 11 percent.
This zone encompasses from the top of the Permian Minnekatha

Limestone Member (2294 ft) of the Goose Egg Formation to the |
Pennsylvanian Amsden Formation (2719 ft) and includes the
Pennsylvanian Tensleep Sandstone (reservoir). For vemical
shear-wave propagation all three zones have a natral
polarization direction (fast shear-wave) of 119 degrees from
north, parallel to the long axis of the dome.

Shear-wave birefringence from the far-offset VSP (1092 fi

northwest of the well) indicates a natural polarization direction of |

124 degrees from north which compliments the near-offser V'SP
birefringence measurements. However, for the southwest far-

offset VSP, located 1092 ft down-dip from the well. a,

polarization direction for the fast shear-wave was esumated at 77
degrees from north. The varability in polanzation direction

along with considerable coherent energy on the off-diagonal |

components, after four-component rotation, suggests that the
polarization of fast and slow shear-waves may not be orthogonal

when propagating at non vertical incidence angles or that a more |

complicated  anisotropic  symmetry
orthorhombic or triclinic exists.

system,  possibly
Further analyses of the

multicomponent 3-D surface seismic and anisotropic modeling |
are required to determine the cause of the dispanty 1n |

polarization directions as measured from the far-offset VSPs.
Faults and associated fractures in brttle rock units are
considered 1o be the principal cause of velocity anisotropy at
South Casper Creek. The 3-D surface seismic data indicates
numerous faults in the vicinity of the 10-6-3 well. These faults
are predominantly aligned at 120 degrees from north, paralleling
the axis of the South Casper Creek anticline. A fault trend
oriented 80 degrees from north is also noted at the reservoir level
near the well. A full waveform sonic from the 10-6-3 well
exhibits aimost complete attenuation of tube wave amplitudes (an
indication of fracturing) in each of the aforementioned
anisotropic zones. Cores taken in the well from the Tensleep
Sandstone are highly fractured and data from a Formation

Microscanner ' survey over the reservoir level indicates the
dominant direction of fracturing to be onented 100 degrees from
north. Figure 6 is a Tensleep structure map indicating natural
polarization directions determined by shear-wave birefringence
from near- and far-offset VSPs along with the orientation of
dominant surface and subsurface fractures.

Conclusions:

Reservoir development and enhanced oil recovery projects
can benefit by integrating multicomponent VSP, 3-D seismic and
geological data into the overall framework of reservorr
characterization. Recording the down-going wave fields from a
multicomponent VSP allows in situ measurements of shear-wave
birefringence and velocity anisotropy. These measurements can
be used to determine the orientation of reservoir fracture sets so
that injector and production wells may be located to opuimally
sweep the reservoir. Velocity anisotropy is caused by the
presence of open fractures at South Casper Creek. Based on the
results of this study, multicomponent seismology should be an
integrated procedure for future reservoir characterization and
development.
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1: Location map, South Casper Creek Oil Field, Narona County, Wyeming
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Creek ficlds (after Skeen and Ray, 1983). b) Conceprual diagram showing
formanion of enechelon folds. The upthrusts are not necessanly as
symmetnically disposed as shown, and the deeper faults may tend (o
coalesce and braid mther than be parallel (after Spencer, 1977).
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SHEAR-WAVE POLARIZATION ANALYSIS AS A TOOL
FOR DEDUCING SUBSURFACE ROCK PROPERTIES

D. F. Winterstein and M. A. Meadows
Chevron Qil Field Research Company

SUMMARY

Analysis of shear-wave (S-wave) birefringence in vertical seismic profile (VSP) data
provides information about certain rock properties that are important for reservoir
development. These properties are the direction of maximum horizontal stress or the
orientation of aligned fractures and the variation of these quantities as a function of depth.
The magnitude of S-wave birefringence contains information about the effects of unequal
horizontal stresses on subsurface rock. Because use of S-wave birefringence is relatively
new, there are many unanswered questions that only further use and supplementary
experiments are likely to answer. Our focus on VSP data in contrast to surface reflection
seismic data evidences our concern for having the best possible control at these early stages
of application; however, many of the quantities available from VSP data are in principle
also available from surface seismic data.

We recorded a number of nine-component VSPs suitable for analysis of S-wave
birefringence in California and Texas. In every case we found measurable S-wave
birefringence and also significant variation of the S-wave polarization azimuths with depth.
These polarization azimuths, although typically consistent over large depth intervals,
changed abruptly at various depths in every area. A simple layer-stripping technique made
it possible to follow the polarization changes and determine the S-wave birefringence over
successive depth intervals. The variations with depth are particularly interesting because
they indicate changes of principal stress or fracture orientation.

At a few depth levels S-wave birefringence was negligible. While such cases may seem
uninteresting, they provide potentially useful information. For example, hydraulic
fractures in such zones will probably proceed more in the manner of a random walk than
along well-defined planes, and reservoir engineers need to know that.

The purpose of the nine-component VSP data sets was to determine anisotropic properties
of the subsurface by calculating S-wave polarization azimuths and the lags between the S
waves. Data from the Lost Hills field of California show that the polarization of the fast S
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wave was aligned with the direction of maximum horizontal compressive stress as
determined from analysis of tiltmeter data. Tiltmeters monitored fractures that were
hydraulically induced in or near the VSP wells. When fractures were induced in one of the
VSP wells, fracture azimuths as determined from tiltmeter data were N 53°E and N 56°E,
respectively, in two different depth zones; in the same zones the fast S-wave polarization
directions were N 58°E and N 59°E. When fractures were induced in a well 537 ft from
the second VSP well, tiltmeter data indicated a mean fracture strike of N 59°E, while the
fast S-wave polarization direction in that case was N 40°E. S-wave polarization directions
were determined by minimizing energy on off-diagonal components of the 2x2 S-wave data
matrix, accomplished by computationally rotating sources and receivers by the same angle.

S-wave polarizations from two concentric rings of offset VSPs at Lost Hills were
consistent in azimuth with one another and with polarizations of the near offset VSP. The
S-wave polarization pattern in offset data fits a model of vertical cracks at N 55°E in a
weakly transversely isotropic matrix with infinite-fold symmetry axis tilted 10° from the
vertical towards N 70° E, a monoclinic model.

In this paper we also show details of S-wave birefringence analyses of data from the Elk
Hills oil field of California and from an oil field in south Texas. The Texas data
demonstrate that major changes in S-wave polarization azimuths occur also in areas far
removed from major contemporary fault systems.

INTRODUCTION

Conventional vertical seismic profiles (VSPs) typically make use of compressional wave
reflections to image subsurface structures. This paper presents a completely
unconventional use of VSP data in that only shear-wave (S-wave) direct arrivals from S-
wave sources at the surface are used, and the quantities of interest are the S-wave
polarization azimuths and the differences in arrival times (lags) between the faster and
slower S waves.

In simple cases the polarization of the faster S wave in birefringent rock lies along the
direction of maximum horizontal stress or dominant fracture strike. This direction is readily
available from polarization analysis of S-wave VSP data. The lag gives the magnitude of
the birefringence and is a direct measure of the effect of oriented fractures or of horizontal
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compressive stress on rock. Such information on stress or fracture orientation can be
important for secondary recovery, horizontal drilling and infill drilling.

We document major changes in S-wave polarization azimuth with depth in oil fields in
California and Texas. Our analysis of such changes uses a layer stripping technique.
Lefeuvre et al. (1989) and Cox et al. (1989) used propagator matrices or transfer functions
instead of layer stripping. Recently Lefeuvre applied his propagator matrix method to some
of our data and obtained variations in S-wave polarization with depth that were closely
similar to our results from layer stripping (Lefeuvre et al., 1991).

Exactly how to interpret the S-wave birefringence is not always clear. In most cases,
however, the birefringence almost certainly results from unequal horizontal stresses such as
those from plate tectonics. Such stresses cause what are thought to be predominantly
microscopic strains in large volumes of rock, making it anisotropic to seismic waves. In
some cases the birefringence may result from oriented macroscopic fractures. The
effectiveness of these fractures presumably is related also to principal stress orientation.
That is, fractures perpendicular to the maximum horizontal compressive stress are likely to
close and hence be less effective in causing anisotropy than those parallel to the maximum
horizontal stress.

Two current models of the effects of stress on rock are the extensive dilatancy anisotropy
(EDA) model and the Nur model. EDA was proposed by Crampin et al. (1984) to explain
earthquake precursors and vertical S-wave birefringence. According to this model,
compressive stresses open vertical cracks parallel to the maximum stress direction and
perpendicular to the minimum stress direction, where maximum and minimum stresses are
both horizontal. We call this configuration of EDA cracks the standard EDA model to
distinguish it from configurations where the minimum stress direction is not horizontal. A
key feature of the standard EDA model is that planes of induced cracks are parallel. Hence,
if the rock had been isotropic before stressing, it becomes transversely isotropic (TI) after
inducing cracks, with its infinite-fold symmetry axis normal to the crack planes. Many
theoretical formulations, such as those of Hudson (1981, 1986) and Nishizawa (1982) are
available for modeling such a system.

The Nur model was invoked by Nur and Simmons (1969) to explain laboratory
observations of stress effects on Barre granite, According to this model, rock has a
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uniform distribution of randomly oriented cracks and is isotropic in the absence of stress.
Unequal compressive axial stresses close cracks perpendicular to stress directions, making
the rock anisotropic. Uniaxial stress causes transverse isotropy, while triaxial stress in
general makes the rock orthorhombic. Nur (1971) provided a theory for modeling this
system.

Anisotropy from sets of oriented, macroscopic fractures is a study in itself (see
Winterstein, 1990). How much such fractures contribute to vertical S-wave birefringence
is unknown but likely to vary greatly from formation to formation. Martin (1987)
attributed vertical S-wave birefringence to oriented macroscopic fractures in his Silo field,
Woming, study, as did Becker and Perelberg (1986) in their study of Austin Chalk, and
Lynn and Thomsen (1990) in their analysis of reflection data from Pennsylvania. A single
set of planar, parallel, macroscopic fractures or joints would be indistinguishable from
EDA at wavelengths appreciably in excess of the fracture spacing.

Crampin and Bush (1986) pointed out that S-wave birefringence might provide a useful
tool for reservoir development. The polarization direction of the fast S wave in simple
cases gives the direction of maximum horizontal stress, a quantity much in demand by
those who hydraulically fracture reservoirs. Results presented here from the Lost Hills
field reinforce the notion that vertical S-wave birefringence can be caused by horizontal
stresses, and that the polarization direction of the fast S wave may lie in the direction of
maximum horizontal compressive stress.

DATA ACQUISITION

Data sets were from nine-component VSPs, but for birefringence analysis we treat only
data of the 2x2 S-wave data matrix, that is, data from x and y sources and receivers, or
four of the nine components. In most cases we used a single ARIS (ARCO Impulsive
Source) and downhole receivers with the Gyrodata gyrocompass attached. We typically
recorded at increments of 100-200 ft from maximum depths ranging from greater
than 10 000 ft to less than 2000 ft. Where possible our shallowest depths were no greater
than 100 ft below the surface. The wells often were nearly vertical cased and cemented
holes which had not yet been perforated, but in a few cases they were older, perforated
holes that were temporarily taken off production. In one case we recorded in an open hole.
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METHODS AND MODELS

The objective of S-wave data analysis was to quantify subsurface S-wave birefringence or,
in other words, to find the natural polarization directions of the two S waves and the time
delays or lags between them. The purpose of the analysis was to correlate birefringence
effects with formation properties such as direction of maximum horizontal stress.

To determine natural polarization directions of the subsurface rock, we found the source-
receiver coordinate frame rotation angle at which S-wave energy on off-diagonal
components of the 2x2 S-wave data matrix was a minimum (Alford, 1986), a method we
call the "Alford rotation" method. We implemented Alford rotations by choosing time
windows that included only the leading portions of the first arrival S waves and then
calculating energy (sums of squares of amplitudes) on the off-diagonal components at
rotation angle increments of one degree.

Data analysis showed convincingly that S-wave polarization directions varied with depth.
We developed a layer stripping method specifically to analyze such changes. Layer
stripping involves simply subtracting off anisotropy effects in a layer in order to analyze
anisotropy effects in the layer immediately below. If polarization varies with depth,
polarization analysis will be confused if there is no compensation for the variation. To
subtract off effects from above the depth at which polarization change occurs--i.e., down to
the bottom of the upper layer, we rotate source and receiver coordinate frames of all the
data from below that depth by the azimuth angle determined down to that depth. We then
apply a static shift to data from all greater depths to remove the lag between the two S
waves at the bottom of the upper layer. The process simulates putting a source at the
bottom of the upper layer, such that the simulated source polarizations are oriented along
natural polarization directions (assumed orthogonal) of the upper layer. After layer
stripping, rotation analysis is repeated as before, and further layer stripping (i.e.,
"downward continuation") is applied if indicated by cues in the data.

RESULTS
Offset data from the 1-9J well of the Lost Hills field gave remarkably consistent S-wave

polarization azimuths. For modeling of offset polarization azimuths we assumed a single
homogeneous anisotropic layer whose stiffnesses came from crack sets of various
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orientations. Crack set properties were from Hudson's first order approximation (Hudson,
1981) for cracks filled with weak material. Our best fit was obtained with a monoclinic
medium created by introducing vertical cracks at N 55°E into a weakly anisotropic TI
matrix with infinite-fold symmetry axis tilted 10° from the vertical towards N 70°E.
Because our model fits available geologic knowledge, it is probably accurate.

Analyses of tiltmeter data obtained during hydraulic fracturing were performed for the 1-9J
well and for the nearby 12-10 well. The calculated fracture orientation agreed closely with
the polarization azimuth of the fast S wave, well within expected error, for the 1-9J well.
There was a 20° discrepancy, however, for the 11-10X well, about 500 ft from the 12-10.
The discrepancy was thought to result from changes in subsurface structures such as faults.
In general the close agreement indicates that the polarization azimuth of the fast S wave
gives the direction of maximum horizontal compressive stress at Lost Hills.

Polarization azimuths of the fast S-wave in the uppermost anisotropy layer for VSP wells
in the southwest San Joaquin basin of California range from N 43°E to N 60° E, which, if
interpreted as directions of maximum horizontal compressive stress, are in good agreement
with the "fault normal compression" noted by Zoback et al. (1987). The consistency
suggests that tectonic stresses which formed the Lost Hills and neighboring anticlines
apparently persist today. Maximum horizontal compressive stress is thus, by this
interpretation, roughly perpendicular to the San Andreas fault, which trends N 40° W ten to
twenty miles to the southwest . However, in layers below the uppermost, this consistency
of polarization direction vanishes, and at the present time it is not possible to fit all
observations into a simple pattern.

In some cases, for example, in the Elk Hills data set, initial Alford rotation analyses of near
offset VSP data gave S-wave polarization azimuths that were nearly constant over the entire
VSP depth range. This constancy, however, is illusory, generated by the inertia in
polarization azimuth determinations when one makes use of seismic wavelets in the
analysis without eliminating the effects of travel in shallower birefringent layers. The S-
wave lags, after the initial Alford rotation, presented a truer picture of the actual subsurface
variability in birefringence; the slopes of lag-vs-depth curves showed large variations.
After layer stripping analysis, the S-wave polarization angles were revealed to have
considerable variation with depth.
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Our deepest anisotropy layer in the Elk Hills well, from 8300 ft to 9950 ft, showed no S-
wave birefringence. Scatter in calculated azimuth angles was very large, and S-wave lags
were small and patternless. The most likely explanation for the absence of birefringence is
that, in that layer, horizontal stresses are isotropic and there is no set of open, vertical
fractures. Hence hydraulically induced fractures would probably propagate randomly
rather than along a well-defined plane.

An interesting feature of the Texas VSP is that the data set was acquired by two different
contractors partly in open hole and partly in cased hole. Despite these major differences in
acquisition, both the polarization angles of the fast S-wave and the magnitudes of the S-
wave lags blended smoothly from open to cased hole and from data of one contractor to
those of the other. That the data sets matched smoothly testifies to the robustness of S-
wave birefringence analysis.

DISCUSSION

The reasons for the observed changes of fast S-wave polarization direction with depth are
not known, but analogous evidence for change of stress direction with depth suggests that
they may be indicating changes in stress directions. Hickman et al. (1988) observed
changes in stress direction over a 500-900 ft interval in the Hi Vista well in the Mojave
desert. They point out that rapid variations of stress magnitude and direction with depth
have been observed elsewhere but have seldom been adequately explained. They suggest
that a major stratigraphic discontinuity or slip on a fault might abruptly change stress
magnitude or orientation. A recent study of relatively continuous wellbore breakouts in the
Cahon pass scientific well indicated large variations of maximum horizontal stress direction
with depth (Shamir, 1991). Such variations in stress direction could easily result from
inhomogeneities, especially when rocks are sedimentary. For example, if relatively
incompressible rock alternates with compressible rock, the incompressible rock will bear
the horizontal stress. Then the geometric distribution of the incompressible rock will
determine the orientation of local compressive stress vectors. At this stage, however, we
should also not rule out the possibility that some of the larger trends may result from actual
changes in regional stress direction with depth.

Magnitudes of vertical S-wave birefringence near the San Andreas fault are generally larger
than they were in the VSP of the south Texas well, a circumstantial indication that stresses
associated with the San Andreas contribute to the birefringence. Nevertheless, both

112



significant birefringence and major changes of polarization azimuth with depth were clearly
evident in the Texas data, indicating that changes of polarization azimuth with depth are not
confined to the vicinity of a major fault system.

CONCLUSIONS

Analysis of S-wave birefringence in multicomponent VSP data gives important information
about subsurface rock properties. At the moment there are unanswered questions about
exactly what the birefringence means, but as we record and analyze more data and do
appropriate supplementary experiments, the interpretation should become clear. At Lost
Hills field we have clear evidence that the fast S-wave polarization direction corresponds to
the direction of maximum horizontal compressive stress. There are good reasons for
thinking that this correspondence should prevail in most places.

Two major observations are noteworthy so far. First, measurable S-wave birefringence
occurs everywhere we have looked for it with VSPs (see also Willis et al., 1986). Second,
significant changes of S-wave polarization directions as a function of depth have occurred
everywhere we have looked. We believe these observations have just scratched the surface
of what is likely to be a very useful and robust way of gaining information about
subsurface rock properties.
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TRANSVERSE ISOTROPY: AN INDICATOR OF HORIZONTAL MICROFRACTURES

J. Cameron, Unocal

Transverse Isotropy: An Indicator of Horizontal Microfractures

A detailed seismic study of the near surface material was conducted on the southwest flank of the
Casper Creek Anticline in Wyoming. A mini-spread of 80 3-component seismometers was
concentrated in the "weathered" layer, with an 8 ft. horizontal and vertical spacing. Inhole dynamite
and horizontal vibrator sources were recorded at several offsets, off both ends of the mini-spread.

Compressional and shear wave velocities were measured within the weathered layer. Lateral changes
in the Vp/Vs ratio, due to lithology changes within this zone, were observed. Along a 312 ft. interval
changes were found that would produce significant variations in shear wave reflection statics, without
associated changes in compressional wave statics.

The Frontier Sandstone was encountered at a depth of 55 ft. This thick high velocity formation served
as a refractor for seismic energy from all source locations. The horizontal vibrators were oriented
crossline, inline, and at 45° to the spread, at an offset distance of 1898 ft. The shear wave energy
refracted through the Frontier Sandstone exhibited an Sy velocity of 4000 ft./sec. and an Sy, velocity
of 2985 fi./sec. This remarkable case of transverse isotropy was confirmed by the recordings from the
horizontal vibrator oriented 45° to the line, FIGURE 1. That source orientation generated both Sy and
Sy modes, which were recorded on the crossline and inline receivers, respectively. At an offset of
1898 ft., the time separation of the two shear modes is 150 ms.

Nearby outcroppings of the Frontier Sandstone show that it is lithologically homogeneous but highly
fractured. The transverse isotropy which was observed is believed due to horizontal microfractures.
This formation was uplifted during the creation of the Casper Creek structure. Several thousand feet
of overlying material has been eroded, resulting in a decrease of the vertical stress. The vertical stress
relief is presumed to be the reason for the development of a prominent horizontal microfracture system
that produces the exceptional transverse isotropy characteristics of this formation.
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Characterizing Hydraulically Fractured Reservoirs
Using Induced Microearthquakes

Michael Fehler

MS D443
Geoengineering Group
Los Alamos National Laboratory
Los Alamos, N.M. 87545

Summary

Hydraulic fracturing is a common method employed to increase the production of oil and gas
fields. Recently, there has been increased interest in monitoring the microearthquakes induced by
hydraulic fracturing as a means of obtaining data to characterize reservoir changes induced by the
injection. Two types of microearthquakes have been observed during hydraulic fracturing. Tensile
events have been observed and modeled as the parting of the surfaces of a fracture. A majority of
the events observed have been shear-slip events, where two sides of a fault plane slip parallel to
each other but in opposite directions. The locations of the microearthquakes can be analyzed to
determine regions where significant seismic energy was released, which presumably are regions
where injected fluid penetrated into the rock along pre-existing fractures or zones of weakness. The
spatial patterns in the locations can be analyzed to find regions where events cluster along planes,
which are interpreted to be the dominant fluid flow paths. Imaging methods can also be applied to
the travel time and waveform data to obtain direct evidence for the locations of the fractures or
fracture zones.

Introduction

Hydraulic fracturing is frequently used to increase the productivity of oil and gas wells, as well
as in the development of geothermal resources. Microearthquakes accompany many hydraulic
injections [Albright and Hanold, 1976, Albright and Pearson, 1982; Pine and Batchelor, 1984,
Sarda et al., 1988] as well as production from some gas fields [Pennington et al., 1986; Doser et
al., 1991] and geothermal fields [Block, 1991]. Observations on a small scale (less than 10 meter
samples) have been made by Majer and Doe [1986], Niitsuma et al. [1987], and Masuda et al.
[1990]. Observations in larger scale environments, up to 1 km, have been reported by Pine and
Batchelor [1984], Sarda et al. [1988], and Talebi and Cornet [1987]. Most of the observations have
led to the conclusion that the seismic events are caused by shear slip along fault planes [House et
al., 1985], although Bame and Fehler [1986] reported observations of events that they interpreted
to be due to the tensile opening of fractures. More recently, Ferrazzini et al. [1990] have modeled
these tensile events and estimated the dimensions of the open fractures through which fluid is in
easy communication. The dimensions of the shear fractures have been reported by Pearson [1982]
and Fehler and Phillips [1991].

Investigators working on the Department of Energy Hot Dry Rock Geothermal Energy Project
have observed microearthquakes accompanying many of the hydraulic stimulations of the man-
made geothermal reservoir [Albright and Pearson, 1983; Keppler et al., 1983; Fehler, 1989]. Since
these microearthquakes occur throughout the volume of the reservoir, they have the potential to
provide information about the fracture structure and changes that occur in the reservoir as the
reservoir is stimulated. Figure 1 shows the locations of a subset of the microseismic events
determined by House [1987] to accompany a massive hydraulic fracturing operation conducted in
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the Fenton Hill hot dry rock reservoir. Locations of more than 11,000 events that occurred during
this massive hydraulic fracturing operation have been determined. Fehler [1989] has summarized
the locations of microseismic events found to accompany other recent hydrofracturing operations
in the Fenton Hill reservoir.

Much can be learned by studying the seismicity induced by hydraulic fracturing. Since the
microearthquakes occur in direct response to fluid pressure in the reservoir, the locations of the
events provide information about the volume of the reservoir in which fluid pressures are elevated.
The temporal evolution of the zone in which microearthquakes occur can be used to make
inferences about the permeability of the reservoir rocks (Pearson, 1981). Fehler et al. [1987] have
presented a statistical scheme to determine planes along which the earthquakes cluster and
interpreted these planes to be major flow paths in the reservoir. Both the travel times of the direct
P and S waves and the waveforms themselves contain information about the spatial heterogeneity
of the rock. In addition, the portions of the waveforms after the first arrivals (termed coda) consist
of conversions and reflections from fractures or other heterogeneities in and near the reservoir and
may be analyzed to obtain direct information about the locations of large fractures in the reservoir.

Locations of Microearthquakes

Figure 1 shows locations of some of the events accompanying a 130,000 barrel injection into
granitic rock at Fenton Hill whose permeability is on the order of one nanodarcy. The figure shows
that the events are confined to a roughly tabular zone with dimensions of 950 m along strike, 850
m down dip and 150 m thick (House, 1987). The thickness of the zone is significantly larger than
the estimated precision in the locations (20 m) so the thickness of the zone is considered to be real.
Thus, no single hydraulic fracture was formed. Instead, we now believe that the water permeated
into a zone of rock and that the microearthquakes occurred along pre-existing zones of weakness
in the rock (Murphy and Fehler, 1986). The view of the seismicity looking to the east in Figure 1
shows that the seismicity occurs in zones, with few events occurring in the “quiet” spots located
between the zones.

Figure 2 shows the distance of each event from the injection point plotted as a function of the
time between initiation of injection and the time the event occurred. The figure shows that the
maximum distance of events from the injection point increases with increasing time during the
injection with a roughly square root of time dependence, hinting at a diffusion-like process.

Fehler et al. [1987] and Fehler [1989] used a statistical method to analyze the locations to
determine spatial clustering of microearthquakes along planes. These planes were interpreted to be
dominant fluid flow paths in the reservoir. They identified several planes for each hydraulic
injection and found that planes with one common orientation occurred most frequently. Fehler
[1989] argued that the orientation of this set of planes was controlled by the orientation and
magnitude of the regional in situ stress field. Dreesen et al. [1987] analyzed well logs and found
anomalies that correlated with the locations where the planes determined from the seismicity
intersected the wellbores. They thus concluded that the fractures determined from the seismicity
are major fluid paths in the reservoir.

What are the microearthquakes?

Since hydraulic fracturing involves the forceful injection of fluids into a rock, it is natural to
assume that many of the seismic events accompanying hydraulic fracturing are tensile, e.g. due to
the parting of rock faces. Field data indicates that a majority of the events are actually shear-type
events, where the motion is parallel to the fracture plane and there is little motion perpendicular to
the fracture plane (Cash et al., 1983; House et al., 1985; Ohtsu, 1991). Fault plane solution
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information and the ratio of shear wave to compressional wave energy for most events show clearly
that a majority of the microearthquakes are shear slip along the fracture. Bame and Fehler [1986]
identified waveforms of events that occurred only during the early phases of the fluid injection that
were clearly different from the waveforms of the later occurring shear slip events. The waveforms
of these early events were extremely small in amplitude and the locations of the events could not
be determined. Based on their similarity to waveforms observed at volcanoes, these early events
have been termed long-period events and we believe that they represent tensile fracturing occurring
only during the initial portion of the injection.

Sizes of the Microearthquakes

Pearson [1982] and Fehler and Phillips [1991] studied the spectra of the shear
microearthquakes to determine the sizes of the plane over which slip occurred. Fehler and Phillips
[1991] found that the source radius ranged between 1.5 m and 100 m although smaller and larger
events were not analyzed. Smaller events were detected at too few stations to allow locations to be
reliably determined and larger events had recorded waveforms that were unsuitable for analysis.

Ferrazzini et al. [1990] analyzed the waveforms of the long period events observed by Bame
and Fehler [1986] using a tensile crack model developed by Chouet [1988]. They found that the
frequencies at which peaks occur in the spectra of these events are related to the physical size of
the crack over which fluid can easily flow. They showed that the spacing between the frequencies
at which the peaks occur is well explained by the model of Chouet [1988]. Using Chouet’s model
they found that the size of the open crack is approximately 3m by 1m by 3mm. This size is
significantly smaller than the size of the fault plane determined for the shear slip events by Fehler
and Phillips [1991]. The tensile fracture events are the opening of fractures while the shear events
occur due to a change in the stress field induced by the pore fluid pressure. Fluid flow along all of
the shear fault planes should be enhanced relative to what it was prior to the event but these planes
may not have the high permeability found along the planes of the tensile events.

Imaging The Reservoir

Imaging provides a means to determine reservoir characteristics in three dimensions. We are
taking two approaches for inferring the properties of the fracture system in a hydraulically
fractured reservoir from microearthquake data: tomography and waveform stacking. The
tomographic method is being applied to the arrival times of P and S waves from the
microearthquakes to simultaneously locate the microearthquakes and determine the P and S wave
velocity structure of reservoirs in three dimensions (Block et al., 1990; Block, 1991). In addition,
waveform stacking is being applied to determine the P and S wave velocities within selected
regions of the hydraulically fractured rock. We will also apply waveform stacking to determine
locations of inhomogeneities, such as fluid-filled fractures, that produce coherent large-amplitude
signals in the coda. These methods are being applied to the data collected at Fenton Hill (Fehler et
al., 1991). We are finding a clearly delineated low-velocity zone in the vicinity of the injection zone
with velocities increasing with distance away from the injection zone. By calculating the volume
of reduced velocity, we can obtain an estimate of the volume of the fractured reservoir created by
the fluid injection.

Conclusions
Monitoring of the microearthquakes that accompany hydraulic fracturing provides data that

may be useful for determining where the injected fluids traveled in the rock. Numerous methods
have been developed for analyzing data collected during hydraulic fracturing. The locations of the
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events show where rock failed in response to changes in stress field induced by the injections and
may provide direct information about the locations of the dominant fluid flow paths. Imaging
techniques can be used to determine a three-dimensional image of the rock properties in the
reservoir and to determine where the fluid has permeated.
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Figure 1. Three orthogonal views showing locations of events accompanying the massive
hydraulic fracturing experiment as found by House [1987]. Upper left: plan view. Lower left:
vertical cross section projected onto an east-west plane. Lower right: vertical cross section
projected onto a north-south plane. There is no vertical exaggeration in the figures. The trajectory
of the injection wellbore, EE-2, and a second nearby wellbore, at the time of the hydraulic
fracturing operation are shown. The open hole injection zone in EE-2 is labeled.

Figure 2. Distance of events from injection zone versus time from the start of injection. Each
microearthquake is represented by one point. As time progresses, the events get further from the
injection zone. Gaps are periods in time where we have not analyzed data. The injection was
terminated at 61 hours and venting began. Note the paucity of seismicity near the injection zone
during venting.
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Implications of thin layers in extracting lithology using
amplitude versus offset
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ntr i m

Amplitude versus offset (AVO) analyses of seismic reflection data are
becoming increasingly popular in the exploration industry (Ostrander,
1984; Pinchin and Mitchell, 1991; Mazzotti and Mirri, 1991) and also in
scientific studies of the Earth's crust (Juhlin, 1990 and Milkereit et al,
1991). In the exploration industry, AVO analyses are particularly suitable
for detection and mapping of gas zones since reservoirs often consist of
more plastic shale with high Poisson's ratio (high vp/vs) overlying a gas
bearing sand with low Poisson's ratio (low vp/vs). Under these conditions
there will be an increase in the magnitude of the reflection coefficient with
angle of incidence or offset. Other combinations of rock types will also
show a similar increase in magnitude such as shale over hard limestone,
but the sign of the reflection coefficient will be positive in most of these
cases. Therefore, if the polarity of the reflection can be determined to be
negative and there is an increase in the amplitude of the reflection with
offset, then this is highly indicative of gas.

In this paper we show how thin bed tuning affects the AVO response of a
high velocity limestone imbedded in shale versus a low velocity gas sand.
We find that high velocity layers, relative to the surrounding rock, distort
the normalized AVO response to a much greater degree than low velocity
layers. This is also true for analyses of frequency versus offset (FVO).
These observations indicate that thin layer effects are less important in
low velocity rocks which are of the most interest to the petroleum
industry. In addition we compare the AVO results from three different
modeling routines and find generally good agreement between the three,
however, caution must be used when extracting detailed amplitude
information. Finally, the importance of including transmission losses for
thin coal layers is considered. We find that when transmission losses are
not included in the modeling of a thin (1.8288 m) coal bed there will be an
increase in AVO for intermediate or shallow angles of incidence. However,
when transmission losses are included no such increase is observed.
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Thin layer tuning effects

The effects of thin layers on reflection amplitudes for normal incidence
waves have been studied in detail (Widess, 1973; Kallweit and Wood,
1982). Its presence results in a change in both the amplitude and the
waveform of the reflected wave. For layers less than about 1/8 of the
wavelength corresponding to the peak frequency of the incident wave the
amplitude of the reflected wave is less than what would be expected from
a simple interface (Figure 1). At a thickness of 0.192 of the wavelength
corresponding to that of the peak frequency component in the incident
Ricker wavelet (Kallweit and Wood, 1982) constructive interference from
the reflection off the top of the layer and that off the bottom is at a
maximum resulting in the greatest increase in peak amplitude in the
composite waveform. In this study we define a thin layer as being less
than or equal to this thickness. The exact thickness for which maximum
tuning occurs will depend upon the shape of the incident waveform and
the velocity of the layer itself. It is first at layer thickness greater than
half of that of the incident wavelength where the peak amplitude is the
same as for a simple interface.
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Fig. 1. Peak amplitude as a function of layer thickness for normal
incidence waves. The incident waveform is a Ricker wavelet and

transmission losses have been neglected. Wavelength A is relative

to the peak frequency of the Ricker wavelet (After Kallweit and
Wood, 1982)
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Effect of thin layers on AVO

When non-normal incidence angles are considered the difference in
traveltime for plane wavefronts reflecting off the bottom of the layer from
those reflecting off the top is given by

dt=2hcos(0)/v (1)

where h is the thickness of the layer, @ is the angle of the transmitted
wave in the layer determined by Snell's Law, and v is the velocity of the
layer. Eq. 1 governs the thin layer tuning effects for shallow incidence
angles provided the amount of converted shear energy is small.

Since the thickness of a layer will have a pronounced effect on the
amplitude of the reflected wave for normal incidence waves it is natural to
suspect similar behaviour for non-normal incidence ones. Two cases are
considered here, (i) the thin layer has a P-wave velocity significantly
greater than that of the surrounding rock and (ii) the thin layer has a P-
wave velocity significantly less than the surrounding rock. In both cases
the amplitude increases strongly with angle of incidence for a simple
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Fig. 2. AVO response of thin layers and a simple interface for shale-
limestone-shale lithology (top half of figure) and shale-gas sand-
shale lithology (bottom half). The input wavelet is a Ricker wavelet
where the maximum tuning thickness is 0.192 of the peak wavelength.
For the gas sand using a 40 Hz peak frequency this corresponds to a
thickness of 9.4 m where maximum normal incidence amplitude 1is
observed. The values to the right of the curves refer to the
thickness of the layer relative to the maximum tuning thickness at
normal incidence. The 2 layer curve is the simple interface.
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interface (Figure 2) using the assumed velocities and densities. However, it
will be shown that the AVO response of the high velocity thin layer
deviates the most from that of the simple interface.

Table 1. Elastic properties of rocks used in this study.

Rock Type |vp(m/s)|Vs(m/s)|p (g/cc) f:tiiSOSOB'S ref.

Shale 2307 942 2,15 0.4 Shuey (1985)

Gas Sand 1952 1300 1.95 0.1 Shuey (1985)

Limestone 4600 1805 2.62 0.41 modified from Nur and
Simmons (1969)

Coal 2286 1064 1.40 0.36 Treadgold et al (1990)

Sand 3658 2097 2.33 0.26 Treadgold et al (1990)

Modeling algorithm used

The AVO response is calculated along the lines outlined by Meissner and
Meixner (1969) which assumes plane waves are impinging on a thin layer.
The traveltimes for the primary reflections along with conversions and
multiples are calculated using Snell’s Law and then convolved with an
input wavelet. Each contribution is successively added to the seismogram
taking into account time shifts less than the sampling rate. The peak
amplitude is then picked from the composite seismogram. As reported by
Meissner and Meixner (1969), it is found that the primary contributions to
the reflected waveform comes from the reflection off the top of the layer
and that off the bottom of the layer. The contributions from interbed P-
wave multiples, interbed S-wave multiples and interbed P-S conversions
are small, but are, nevertheless, included for P-wave multiples to order 2,
S-wave conversions and multiples to order 2, and P-S-P-P and P-P-S-P
conversions. In all figures shown in this paper regarding thin layer models
the angle of incidence refers to the top of the thin layer.

Results

The normalized AVO response of shale-limestone is approximately the
same as shale-gas sand (Figure 3). However, introducing thin layers results
in significant differences between the two different lithologies. For the
limestone layer the normalized amplitude at 35° varies from about 1.3 to
1.9. The variation for the gas sand is about 1.6 to 1.95, a factor of about
two less than for the limestone layer. Layers which are 1.5 times the
maximum tuning thickness produce the strongest AVO response while
layers which are 0.5 produce the weakest. It is also interesting to note that
the AVO response for gas sand layers corresponding to the maximum
tuning thickness is nearly identical that of the simple interface (Figure 3).
In general, the effect of thin layers on the AVO for the gas sand lithology is
much less than the corresponding effect for limestone lithology.
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Fig. 3. Normalized AVO response of thin layers and simple inter-
face for shale-limestone~shale lithology (top half of figure) and
shale-gas sand-shale lithology (bottom half) where the amplitude
for the reflection from each layer has been normalized by the zero
offset amplitude. Note that the vertical scale is centered at a
value of 1 and increases to 2 both in the up and down direction.
The values to the right of the curves refer to thickness of the

layer relative to the maximum tuning thickness at normal
incidence.

Delay functions

The observation that the layer thickness is of less importance for gas sands
than for limestone layers can be explained by the difference in the velocity
contrast shale-gas sand and shale-limestone. The high velocity limestone
relative to the shale results in the ray spending proportionately more time
in the limestone as the angle of incidence increases compared to that of the
gas sand (Figure 4). Regardless of the velocity of the thin layer the wave
reflecting off the bottom of the layer will always arrive progressively
earlier relative to the reflection off the top as offset increases. This is the
major reason for the decrease in the normalized AVO response of
reflections from thin layers compared to that of a simple interface when
the layer is less than the tuning thickness. From Figure 1, it is seen at time
differences less than maximum tuning the trend will always be to reduce
the amplitude as the waves arrive closer together in time. On the other
hand, for layers which are thicker than the maximum tuning thickness the
strength of the reflection will, initially at least, trend towards increased
amplitudes as the waves arrive closer in time. These observations are valid
for all velocity contrasts and the slower the velocity in the thin layer the
less the thin layer normalized AVO response will differ from the simple
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interface response. Only when shear wave converted energy becomes
significant or when critical reflections occur will this reduction in the
normalized AVO response of the thin layer not be present.

Event Time Difference versus Angle
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Fig. 4. Time difference (ABC-AD shown in inest) in traveltimes as
a function of incidence angle for a reflection off the bottom of
a layer and for one off the top of the layer. Velocities used in
the calculations are listed in Table 1. The curves are for maximum
tuning thickness for normal incidence waves, for gas sand this
corresponds to 9.4 m and for limestone to 22.1 m.

Effect of thin layers on Frequency versus offset (FVO)

Eq.1 implies the time difference between the reflection off the top of the
thin layer from that off the bottom decreases with increasing angle of
incidence or offset. This is equivalent to the effective thickness of the layer
decreasing. It is known as the layer decreases in thickness that the mean
frequency of the reflected wave increases (Robertson and Nogami, 1984).
Therefore, one would expect an increase in the mean frequency of the
reflected wave as the angle of incidence increases (Figure 5). This increase
will occur regardless of whether the velocity contrast of the thin layer to
the surrounding rock is positive or negative. Instead, the increase is a
function of the velocity of the thin layer, the higher the velocity of the thin
layer the more pronounced will the increase in mean frequency be with
offset. In the case where the rock above the thin layer has different elastic
properties from the rock below, Lange and Almogharbi (1988) found that
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the frequency does not necessarily have to increase with offset. They also
found that the peak frequency decreases with decreasing layer thickness
in some cases when the bounding lithologies are dissimilar.

Mean Frequency versus Angle
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Fig. 5. Mean frequency (which differs from peak frequency) as a
function of angle of incidence for thin 1layers of limestone and
gas sands imbedded in shale.

Program testing

It is valuable to test routines developed to calculate AVO responses with
other programs, especially commercial ones. Here we present results
comparing our program with the AVO program from Hampson and Russell
and the Sierra Geophysics QUIKSHOT program. Hampson and Russell's
program also calculates synthetic seismograms based on the plane wave
assumption while the QUIKSHOT program is based on WJKB theory using
spherical waves.

Results for a simple interface (Figure 6a) show that all three programs for
calculating amplitudes give similar results. For the SIERRA results the ray
capture radius was set to 7.5% of the CMP spacing and a 1 ms sampling
rate was used, the amplitudes were then corrected for spherical spreading
losses and angle of emergence to allow comparison of results from the
other two programs. In the second test case a 5.8 m thick gas sand in shale
is modeled (Figure 6b). Here the results from the modeling diverge to a
higher degree than for the simple interface with the SIERRA amplitudes
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showing the most deviation from the other two programs and also
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Fig 6. AVO response from a (a) simple interface and (b) a 5.8 m
thick gas sand imbedded in shale (b) for the programs Sierra,
Hampson and Russell and the one used in this study. The results
from Sierra have had a constant shift of 0.1 added and the results
from this study have had one of 0.05 added to allow separation of

the curves which otherwise would plot on top of one another.
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most erratic amplitude behaviour. In the comparison all input parameters
were held constant such as layer thickness, peak frequency of Ricker
wavelet, velocities, densities and inclusion of transmission losses.

By holding the quantity peak frequency times layer thickness constant, the
effects of sampling interval on the modeling can be studied since the ratio
of wavelength to layer thickness is then constant. Further testing of the
SIERRA program shows as higher frequency Ricker wavelets are input,
which in effect results in the wavelets being sampled less frequently, the
reflected amplitudes become more and more erratic (Figure 7). This is due
to the time shifts, as defined in eq. 1, approaching the sampling interval
resulting in the wavelets not being sampled adequately enough.

Amplitude Dependence on Sampling
Frequency
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Fig. 7. Picked amplitudes from the Sierra program normalized by
the amplitudes from a 10 Hz Ricker wavelet impinging on a 46.8 m
thick gas sand imbedded in shale. (+) 80 Hz Ricker wavelet
impinging on a 5.8 m thick gas sand, (*) 40 Hz Ricker wavelet
impinging on a 11.7 m thick gas sand, and (o) 20 Hz Ricker wavelet
impinging on a 23.4 m thick gas sand.

Importance of transmission losses

Treadgold et al (1990) present AVO modeling results from a .9144 m (3
feet) thick coal seam imbedded in a sand where the elastic properties
differ markedly (Table 1) leading to a normal incidence reflection

132



10

coefficient for the sand-coal interface of close to -0.5. The AVO response
they present shows an increase in amplitude with offset which can, as
pointed out by the authors, be erroneously interpreted as a direct
hydrocarbon indicator. The AVO response of a simple sand-coal interface is
one of decreasing amplitude with offset and the authors attribute the
increasing AVO response of the thin layer to constructive interference. We

offset increasing wmly offset increasing wmaly

(LY B B UL B i U L BL T A 1L B BN AU & L U B (R ©

D OV T 0 S AT AL A I O O & 10 X 0 O Ol

(a) (b)

Fig 8. (a) Modeled response of a 15 Hz Ricker wavelet reflecting
off a 1.8288 m (6 feet) thick coal seam where transmission losses
have not been accounted for. (b) As (a), but now transmission
losses have been taken into account and the seismograms have been
gained by a factor of 2.5 relative to (a). Angles of incidence at
the far offset are close to 30°.

have modeled the coal seam with the same ratio of peak wavelength to
layer thickness using the AVO program of Hampson and Russell and find
that we can reproduce the results of Treadgold et al (1990) if we do not
include transmission losses in the modeling (Figure 8a). However, if we
include transmission losses there is no increase in amplitude versus offset,
instead there is a decrease with the overall reflection being significantly
weaker (Figure 8b). It is only at angles greater than about 30° that the
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amplitude starts to increase, this being due to converted wave energy
interfering constructively.
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LITHOLOGY PREDICTION IN CLASTIC SEDIMENTARY ROCKS
USING SEISMIC VELOCITIES

Lev Vernik and Amos Nur

Stanford Rock Physics Laboratory
ABSTRACT

An extensive database of petrophysical measurements at 40 MPa effective pressure
on a variety of rock types encountered in clastic sedimentary sequences was used to
develop a petrophysical classification or rocks and derive new empirical models that
describe velocity versus porosity relations in these rocks. Based on optical microscopy,
SEM, and experimental data five major petrophysical groups are distinguished. Four of
them comprise reservoir and other non-source rocks: 1) clean arenites (clay content C<2%
vol.), 2) altered arenites and arkoses (2%<C<15%), 3) wackes (35%>C>15%), 4) sandy
shales (C>35%). The fifth group is represented by kerogen-rich hydrocarbon source-
rocks, normally referred to as black shales. Each of these petrophysical groups is
characterized by its distinct mineralogy, texture, structural position of clay or organic
matter.

Most important result is the recognition of the clay content at about 15% as a
threshold between grain-supported (clean arenite and arenite) and matrix-supported (wacke
and sandy shale) lithologies. This is consistent with some of the modern petrologic
classifications (e.g., Greensmith, 1989) that take into account the primary composition and
amount of matrix in sedimentary rocks. Thus, our petrophysical classification and empirical
relations should be generally independent of regional peculiarities. The difference between
arenites and wackes consists not only in gross amount of clay, but also in its structural
position. The border between wacke and sandy shale is less clearly defined.

The compressional and shear velocity versus porosity relations for each of the
nonsource-rock groups is found to be linear with very high correlation coefficients (0.90 to
0.99) enabling remarkably accurate porosity estimates and lithology prediction from sonic
logs, compared to the time average equation (Wyllie et al., 1956) or the linear regression by
Han et al., 1986, both of which neglect the structural position of clay in the rock fabric.
Most important feature of these new transforms is that their utilization does not require the
exact knowledge of clay content, but simply a general range of its variation which is readily
available from logging data and/or cuttings analysis.
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The linear dependence of velocities on porosity in each petrophysical group breaks
down only at the transition to unconsolidated sediments. This breakdown is attributed to
the marked increase in shear modulus during the processes of incipient lithification of
sediment. The incipient lithification takes place on the background of minor porosity
reduction and gradual increase in bulk compressibility. These features allow us to consider
the petrophysical analysis, encompassing ultrasonic measurements and petrographic
observations, as a major tool that aids in tracing and quantifying subtle features associated
with formation, physical compaction, and chemical diagenesis of clastic sedimentary rocks.
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Figure 1. Empirical relations between Vp and porosity derived after new petrophysical
classification of clastic sedimentary rocks. From the top downwards: (1) clean arenite,
(2) arenite, (3) wacke, and (4) sandy shale.

A most remarkable feature of kerogen-rich black shales consists in extremely low
velocities normal to bedding as compared to other lithologies of comparable porosity. This
gives rise to a strong anisotropy even at high confining pressures. We find that these
characteristics are fairly unique features of this petrophysical group and primarily reflect
kerogen content, microstructure, and maturation level of black shales. The anisotropy
parameters € and y governing P- and SH-wave velocity anisotropy of these rocks vary from
0.24 to 0.46. The anisotropy parameter 8 (apparent anisotropy) indicating the P-wave
velocity indicatrice behavior at small incidence angles (to 25°) may be quite small (0.01+
0.1) making it difficult to study anisotropy in situ using solely compressional waves.
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Conversely, the apparent anisotropy &' that governs SV-wave velocity at small angles is
high (0.28 + 0.80) and should be used as a major indicator of strong anisotropy when
interpreting surface seismics or VSP data.
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Figure 2. Compressional velocity vs. kerogen content for propagation normal Vp(0) and parallel
Vp(90) to bedding measured at 70 MPa confining pressure. The data are compared with anisotropy
prediction based on Backus (1962) model modified to account for the observed discontinuity of clay
layers in black shales containing more than about 15% vol. kerogen.

We find also that microcracks inferred from ultrasonic velocity measurements occur
only in mature shales. These microcracks are parallel to the bedding plane and further
enhance strong intrinsic anisotropy of these rocks, notably at low effective pressure. This
observation may be of special importance in source-rock formations overpressured due to
the ongoing process of maturation and hydrocarbon generation. Our results show that on a
small scale kerogen-rich shales are transversely isotropic rocks and can be effectively
modeled using the thin-layer composite concept modified to account for the specific
distribution of organic matter in the rock fabric.
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OPTIMAL RESOLUTION OF ANISOTROPY USING ZERO-OFFSET VSP DATA

C. MacBeth, British Geological Survey

SUMMARY

Zero/near-offset VSP synthetic and field data are studied to
investigate conditions which are appropriate for the
detection of the anisotropic constituents of a reservoir zone.
Theoretical studies using synthetic seismograms show the
detection abilities of o different analysis technigues and
the experimental inaccuracies which may arise. These are
complemented by field dara analyvses from several different
sunvey regions.

INTRODUCTION

Estimates of shear-wave splitting may vield valuable
information about the stress- and crack- geometries within
reservoirs for hydrocarbon production (Crampin et al.
1986). Shear-wave splitting is currently being used to
monitor the orientation of cracks at depth in the Earth from
u variets of acquisition geometries, this approach being
especially useful when the simple geometry of a zero-offset,
near-offset. VSP is emploved. Determining the
polarization of the leading split shear-wave for vertical or
sub-vertical raypaths. may give direct information about the
strike of these parallel, aligned vertical cracks. the

or

. time-delay between the arrival of the first and second split

shear-waves may he related to the maximum differential
anisotropy of the medium. from which crack density may

. be inferred.

To wunderstand those factors which contribute to
misunderstandings and errors in the splitting estimates. a
variety of seismograms are analysed. ranging from synthetic
seismograms in an ideal uniform medium. to field data
propagating through a complicated velocity structure.
Firstly. a sequence of relatively ‘noise-free’ response curves
are produced by processing synthetic seismograms
generated from a variety of different anisotropic models.
The analysis is then repeated on seismograms which are
further complicated by introducing noise. and correspond to
velocity structures oblained from well-log or inversion data
from different survey regions. Finally. field data from
these regions is analysed using the synthetic results to guide
the selection of a suitable strategy 1o interpret and detect
the anisotropy. and determine whether or not it is practical
1o resolve depth variations in the crack properties.

RESOLUTION STUDY USING SYNTHETICS
Response curves for analysis techniques

The expected response of two analysis techniques is studied
under ideal conditions. The polarization direction of the

| onstant

leading shear-wave. and the time-delay between split
shear-waves are determined for synthetic seismograms from
a zero-offset VSP. under ‘noise-free’ conditions. Synthetic
seismograms are computed for shear-waves propagating
vertically through Earth models with an anisotropic
resenvoir laver embedded in a background of anisolropic
material, The waves are excited by in-line and cross-line
source, generaling a zero-phase waveler with o
peak-frequency of 15Hz.

Two techniques (PMM and AIR) are used 10 extract the
estimates of shear-wave splitting. PMM derives anisoiropy
values from two neighbouring geophones. using  1he
horizontal displacements from two orthogonal. horizontal
source polanzations. It is a frequency domain method
This effectively determines the anisotropy between the
geophones using source rotation at depth (Zeng. private
communication). AIR obiains anisotropy estimates for the
medium between the source and geophone. using the
horizontal displacements acquired from twe orthogonal,
horizontal source polarizations (MacBeth and Crampin.
1991: Zeng and MacBeth. 1991). It is a time domain
method. The techniques are fast as they are solved
analytically. The techniques are chosen as they estimate
the anisotropy in different ways. and are effected by errors
urising from noise. local fluctuations and geophone
misorientations in different ways.

Figures l(a) and (bi illustrate different estimation results
from PMM and AIR techniques respectively. In this
example, zero-offset recordings are simulated for geophones
distributed down a vertical borehole which passes through a
120m-thick reservoir layer lying at 690m in a uniform
hackground anisotropic material. The background medium
has an isotropic matrix velocity of 1.65km/s. Geophone
recordings are made every 30m. starting at 420m. and
ending at a depth of 990m. The sets of curves for each
technique are for various crack-strike changes relative o
background orientation (5% to 40° in steps of 5°) given a
crack-densily of 0.04. and for different

' vrack-densities in the reservoir (from 0.04 10 0.20 in sieps

of 0.02) given a constant crack-strike of 90°.

The polarization estimates from the PMM method
(Figure I(a)) remain at a constant value until the resenvoir.
at the top of which there is a rise (rate depends on crack
density) to the value in this layer. followed by a decrease
beyond the bottom of the layer. The sharpness of this
response can be enhanced by choosing spectral
measurements grouped closer to the peak frequency of the
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signal. The time-delay curves provide a better definition of
the reservoir layer. The inter-geophone time-delay remains
constant up 1o the reservoir zone, at the top of which there
is a sharp change to the value in the reservoir, followed by
a sharp decrease at the bottom of the layer back to the
hackground value. The maximum values of crack-strike and
crack-density are close to true model values. Increasing the
crack-density. in addition to changing the crack-strike
direction in the reservoir lasver. improves the resolution of
the crack-strike change.

The results for AIR are shown in Figure 1(b). The AIR
method produces a polarization direction at the source
tdotted lines) and a polarization direction ar the geophone
tsolid lines). As these polarization estimates are averaged
over the entire pathlength. there is a slow increase in
polarization with a maximum of about 10°. followed by &
slow decrease outside the reservoir zone. The source
orientation stays at a constant value below the reservoir,
The time-delay for this technique increases linearly due to
the 4% background anisotropy. At the top of the reservoir

| layer there is an increase in gradient. At the bottom of the
" laver, this gradient recovers back to the background value,

When the crack strike and density vary together. then the
change of polarization estimate is more noticeable, but the
shape of the curves remains similar to that above.

For both 1echniques. the time-delay profiles can be
readily translated into a differential velocity anisotropy. and
hence an estimate of crack-density. by using an estimate of
the group delay of the wavelet at each geophone. AIR
estimates can bhe changed into  inter-geophone
measurements. and divided by the appropriate differential
group delay values. Anisotropy values computed in this
way for both techniques. agree in both magnitude and
position with the model parameters.

Resolution of thin anisotropic layers

How thick does a laver of anisotrops need to be before it
van be resolved? Synthetic seismograms are constructed for
a range of different geophone spacing and reservoir
thicknesses. Peak frequency of the wavelet is also
considered as a variable. Results are used to tackle a
lorward design problem for a seismic experiment in a clay
reservoir, to be carried out in the Caucasus. USSR. The
zone of interest lies at 1700m depth. and is 30m thick.
Synthetic seismograms are constructed using the well logs
from a neighbouring site (less than 2km away). Response
curves for PMM and AIR methods define the ranges of

differential anisotropy. and maximum geophone spacing.
which make this layer seismically visible.

Minimum geophone spacing

PMM time-delay variations arise due to the measurement of
small time-delays beiween two geophone levels. This is
taken further to investigate the effect of geophone spacing
on results for different anisotropies. Different wavelet peak
frequencies and noise levels are considered.

FIELD DATA ANALYSES

Zero- or near- offsel data from a variety of different suney
regions are analysed using theoretical results 1o interprel
output from analysis techniques. The particular example
shown here is for the the BP Divine test site in Texas. The
reservoir zone in this case is an Austin Chalk layer of about
220m thick. lying at 695m. Geophone recordings are made
from 240m to 990m. at intervals of 8m. Data from two
sources with orthogonal and horizontal polarizations are
acquired. The source offset is 119m. The peak [requency
of the wavelet is 10Hz. The resulis of applying the PNMM
and AIR methods on data from a near-offset VSP are shown
in Figure 2(a) and (b} respectively.

The PMM results in Figure 2(a) show a roughly
constant polarization azimuth of down to about 575m.
where there is a transition zone, (0 another constant level at
9° from the previous value. The depth response of PMM
in Figure 1(a) suggests that this may be interpreled as a
change in crack-strike orientation. Data from other zero-
and near-offset VSPs for this area do not show this step.
There is no transition in polarization within the reservoir
zone. The time-delays obtained using this technique show
considerable scatter. It can be shown by using synthetic
seismograms that this is a consequence of the geophone
spacing and the velocity structure. The gross trend of these
time-delays appears to suggest a constant value of about
7.5ms down to the reservoir zone. and a decrease o 3ms
within the Austin chalk. The velocily structure determined
trom well logs suggests that the likely cause of this decrease
is an increase in the shear-wave velocities within this zone.

The polarization results (geophone) for the AIR
method are roughly constant. at the same value as the
upper region of PMM results. As expected, the time-delays
show much less scatter than for the PMM method. The
time-delay increases linearly from 8ms at the first geophone
(corresponding to 3% differential anisotropy in the upper
240m). to 12ms at the top of the Austin Chalk. where there
may be a slight change in the gradient of the linear trend,
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The first linear portion gives 0.8% differential anisotropy.
The change in the slope of the second portion of the data
could be related to the increased shear-wave velocity in the
reservoir layer.

DISCUSSION AND CONCLUSIONS

As vet not enough data has been published from a wide
range of geological situations to be certain of how crack
parameters vary with depth and geological setting. In some
cases it appears that crack orientation remains constant with
depth. in others there may be a progressive increase with
depth. or possibly abrupt changes in crack strike with
. depth. This study addresses the requirement. by analysing
zero/near-offset VSP data from several different survey
regions. with diverse geological settings. Guidelines for the
interpretation of the output from estimation techniques are
obtained from the analysis of synthetic seismograms. to
investigate the detection limits of a reservoir zone and the
etfect of geophone spacing, There is some evidence for
changes in crack strike and time-delay.
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FIGURE 1. Results from applying (a) PMM. and (b) AIR techniques to zero-offset VSP
synthetic data. The Earth model consists of a uniform anisotropic material, with a constant
isotropic matrix velocity of 1.65km/s. A reservoir zone of 120m thick is embedded at 690m.
It is marked by a change in crack-strike (5° to 40° in steps of 5°. constant crack-density of
0.04). and then crack-density (0.04 to 0.20 in steps of 0.02, constant crack-strike of 90°).
The surrounding medium has a crack-strike of 90° and a crack-density of 0.04. Source
polarization directions (dotted lines). and geophone polarization directions (solid lines) are
shown for (b).
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data from BP Divine test site. Reservoir zone (roughly 220m thick) lies at a depth of 695m,
Estimates show a consistent polarization azimuth for both techniques. Time-delays are
considerably scattered for PMM. but record a distinct linear trend for AIR. Source
polarization directions (open circles). and geophone polarization directions (solid circles) are
shown for (b).
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PREDICTING LITHOLOGY FROM ELASTIC PROPERTIES USING
DISCRIMINANT ANALYSIS

C. S. Burns, Geophysical Development Corporation

A discriminant analysis of 1lithology is presented using the variables of
compressional transit-time, shear transit-time, Vp/Vs, and bulk density. The
derived discriminant criterion is used to classify the measurements of elastic
properties into previously defined lithologic groups.

Generally, discriminant analysis is concerned with developing a discriminant
criterion to classify an unknown object containing one or more quantitative
variables into one of two or more distinct groups. Assuming that the prior
probability of an observation is known and the group probability density function
at that observation can be estimated, discriminant analysis determines the
posterior probability of an observation belonging to a particular group. The
set of measurements of an observation can be presented as a point in a p-
dimensional vector space which is partitioned into regions R;. A point is
classified as coming from group i if it lies in region R;.

An example is taken from part of a larger study of predicting sand/shale
lithology, porosity, and pore fluid from an amplitude-versus-offset inversion
of CDP gathers. A discriminant analysis is conducted on known lithologies and
their associated elastic properties to establish a local database in order to
classify the results of the inversion into 6 lithologic groups: gas-sand, clean
water-sand, shaly sand, very shaly sand, sandy shale, and shale. The lithologic
description of the training set is obtained from a volumetric analysis of the
well-log measurements in conjunction with core analysis. The variables of the
lithologic groups are the shear transit-time (from a di-pole sonic),
compressional transit-time, Vp/Vs, and bulk density.

Various tests are conducted on estimating the probability density function for
the lithologic groups, and on variable selection. A quadratic discriminant
function (assuming a multivariate normal distribution) is contrasted to a

nonparametric kernel method used to derive classification criteria. To
facilitate graphical presentation of the various tests, the dimension of the
elastic variables are reduced to the first two canonical variables. The

canonical variables are the linear combinations of the elastic variables that
summarize between-lithologic-group variation in a similar way that principal
components summarize total variation.

The discriminant criterion is based on the data from one well (sampled every 1ft)
and is evaluated on three data sets: 1) original well, 2) original well converted
into time (sampled every 4ms), and 3) a nearby well. Each data set was
independently interpreted for lithology. A few misclassified observations
contaminate the training set. To reduce bias on evaluating the original well,
the classification was based on crossvalidation (treating n-1 observations as
a training set for the observation left out). Appraisal on the performance of
the various classification criteria is somewhat subjective--a "misclassified"
observation can be a minor one-level change in lithology and in some instances
a possible correction of the original classification.
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RELATING ROCK PHYSICS TO SEISMIC LITHOLOGY IN A
NORTH SEA RESERVOIR

S J.P. Blangy and S.Strandenes, Stanford University

The key to locate, develop and effectively produce oil and gas reserves is a thorough
understanding of depositional environment, geological history and geophysical parameters. This
leads to the development of depositional, geological and geophysical models that form the basis
both for detailed seismic interpretation and eventually for the development and production of the
field. In trying to relate seismic data to reservoir quality, an important and often neglected step,
is to establish a rock physical model of the reservoir. Knowledge of how the seismic data is
affc;ted by variations in lithology can only be obtained from systematic studies of the reservoir
rock.

The rock physical model typically consist of a detailed description of the rock in terms of
porosity, permeability, pore geometry, mineralogy, cementation, temperature, pore fluids, pore
pressure and confining pressure, and how these variables in turn affect the compressional and
shear velocities in the rock. Elastic velocities were measured on 38 core samples under varying
conditions of effective pressure, fluid type, and temperature. The reservoir sands consist of
loosely consolidated sub-arkosic to sub-lithic sands, occur at a relatively shallow depth of
1500m, and are saturated with both oil and gas. Core porosities are comprised between 25% and
40%, and permeabilities vary from 1D up to 30 D. Mineralogy of individual cores was obtained
from thin section analyses and related to velocity changes.

The ultrasonic measurements, together with petrographic analysis, provides a detailed
knowledge of the rocks at the micro scale. We then propose a method for in
integration with data at different scales. Once the rock physical model has been established, the
petrophysical-based micro model can be up-scaled to sonic and seismic frequencies, to provide
the important and necessary link between lithologic parameters and seismic data. Log and core
data were integrated to yield a synthetic and continuous pseudo-shear velocity record. Elastic
parameters on a 0.15m interval were then scaled-up and properly averaged to seismic
frequencies, according to the method of Backus (1961).

Ultrasonic, sonic, and seismic data were then combined to better characterize the quality
of the reservoir sands from the Troll field in the North sea. A 3-D seismic survey was
interpreted and provided the structural and stratigraphic framework for detailed integrated seismic
analyses. Detailed pre-stack models were also carried-out to evaluate the effects of mica content,
and carbonate "bones" on the seismic response.

1. Petrophysics

We measured compressional and shear velocities in 38 rock samples from the Troll field
in the North Sea. The samples range from unconsolidated coarse grain sands to loosely
consolidated fine grained sandstones with porosities at atmospheric pressure varying between 25
% and 38.5 %.

These measurements give new and useful insight into the effects of cementation on elastic
moduli in porous rocks. We use ultrasonic laboratory measurements in combination with
petrographic analysis to obtain a rock physical model of weakly cemented unconsolidated
reservoir rocks with porosities between 25% and 38.5%.

(1) Experimental procedures

The rocks under study are weakly cemented, high porosity unconsolidated sandstones.
To prevent the samples from falling apart, the cores were cut under liquid nitrogen to a length
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between 3 cm and 5 cm and a diameter of 2.5 cm, and were then jacketed in lead sleeves with
metal screens at both ends. Porosities were measured with a helium porosity-meter. The
standard pulse transmission technique was used to obtain the ultrasonic velocities. Due to the
loose consolidation of the samples, corrections for elastic and inelastic deformation were
important, and were implemented at all effective pressures.

(ii) Mineralogy of the sands

One thin section from each of the core samples was analyzed, and revealed that the quartz
content is generally comprised between 50-80 %, the mica content between 0-30 % and that the
amount of feldspar show less variation and generally takes a value of approximately 20 % of the
rock volume. It was found that the lowest porosity samples contain a high amount of mica and a
low amount of quartz, and that on the average the amount of quartz increases and the amount of
mica decreases for increasing porosities. The grain sizes range from fine to coarse grains ( <0.1
mm to 0.5 mm). The highest porosities are found within the mica free medium grained sands.

(iii) Ultrasonic velocities

Dry and water saturated compressional and shear velocities were measured as a function
of effective pressure. Figure 1 shows the results for the dry and water saturated samples at 30
MPa effective pressure. At 30 MPa effective pressure, the dry p velocities range from 2100 m/s
at the highest porosities (37 %) up to about 2800 m/s for the lowest porosities (22 %). The
corresponding variations in dry shear velocities are 1300 m/s - 1800 m/s. The water saturated p
velocities range from 2500 m/s at the highest porosity up to 3100 m/s at the lowest porosity,
while the corresponding s velocities take values between 1100 m/s - 1600 m/s.

In general there is a good linear relationship between the compressional and shear
velocity, with a different slope for the dry and the water saturated case.The ratio between the
compressional and shear velocity increases with increasing porosity (and thus decreasing
consolidation), in particular for the water saturated case (figure 2). A weak pressure dependence
is also present, and in the dry case the vp/vs ratios are on the average 1.55 at 30 MPa effective
pressure decreasing to about 1.45 at 5 Mpa effective pressure. The vp/vs ratios in the water
saturated samples lie between 1.9 - 1.95 at the lowest porosities increasing to 2.2 at the highest
porosities. The pressure dependency for the saturated vp/vs ratios is opposite that of the dry
case, meaning that the lowest ratios are obtained at the highest effective pressure.

Because the presence of mica is known to restrict the fluid flow at Troll, the mapping of
micaceous zones is crucial for an optimal production of the field. The data analysis indicates that a
high amount of mica marginally increases the dry compressional velocities compared to the clean
sands. High amounts of feldspar can lower the velocities due to the presence of small amounts
of clay. This velocity change is on the order of 100 m/s. There is no systematic variation in the
amount of feldspar with porosity or grain size, indicating that effects of weathered feldspar may
occur within all of the lithologies. Because of this, it is not possible, for a given porosity, to
deduce mineral composition of the rocks from the velocity alone. However, since the amount of
mica is related to porosity, it is possible to establish a velocity-mica relationship. This
relationship gives a linear increase in velocity for increasing mica content.

The measured ultrasonic velocities in the water saturated samples are very similar to those
computed from the Biot low frequency expressions, both at low and high effective
pressures. This indicates that the pore fluids in these measurements are still relaxed, and that the
data can be regarded as being in the low frequency regime. The difference between the low and
high frequency results from the Biot expressions are negligible, indicating that the measurements
obtained in this experiment can be used in direct comparison between sonic and seismic
measurements.
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(iv) Comparison to other data

A comparison between the measurements of our rocks to measurements in other
sandstones can be viewed in figure 3. The large variations are caused by differences in
petrophysical characteristics of the rocks. We conclude that the velocities in unconsolidated
sandstones have a weaker dependency on porosity compared to those in well cemented sands.
The data comparison also shows that the absence of cement can have a stronger effect on the
velocities than the presence of clay; the velocities in clean Troll sands are lower than in samples
containing a substantial amount of clay. We propose that the absence of cement is the major
reason behind these observations.

We have established a detailed rock physical model of weakly cemented, unconsolidated
sandstones from Troll. The model is of great importance in reservoir characterization studies,
and provides a bridge between disciplines. Next, we integrate these results with other data at
different scales, in an attempt to predict reservoir quality between wells.

2. Up-scali l .

We have seen that the Troll velocities depend on the intrinsic properties of the mineral
constituents, on the in-situ state of the rocks, and on fluid content. We designed an integrated
deterministic modeling approach, whereby a suite of properties (mineralogical content, porosity,
fluid content, effective pressure, clay content, state of consolidation) are integrated and used
quantitatively to arrive at the velocities of the sediments under investigation; the method is based
on well responses and includes four steps: the establishment of lithologic boundaries, a
classification scheme, a calibration step, and an upscaling procedure. The upscaling method is
based on previous work by Backus (1962) and Helbig (1981). This method is then applied to
obtain the elastic properties of reservoir sands from calibrated logs and seismic, and is used in
sensitivity analyses for the seismic characterization of a North sea reservoir.

3. Seismic Interpretation

Two objectives were sought: first, to map the exact gas/oil contact, and its evolution
through time as the field is produced; second, to identify areas of high permeability.

Careful mapping and interpretation of a high resolution 3-D seismic survey provided the
structural and stratigraphic framework for a detailed integrated seismic analysis. Seismic picks
of Formation tops were based on several well control points, and were correlated across the
field. The best reservoirs consist of clean, medium grained sands, which were deposited in a
shallow marine environment. Lesser quality reservoir sands consist of micaceous sands, which
were deposited under a lower energy marine environment, and appear as sands with a generally
high and blocky to serrated gamma ray log response. In general, the reservoir sand sequences
are cyclic, with a basal more micaceous layer, gradually coarsening upward into clean sands at
the top. Key rock properties from the petrophysical analysis provide the link to the seismic
stratigraphic interpretation.

A series of sensitivity analyses were then carried-out on pre-stack synthetic forward
models. In particular, the A.V.O. responses of good and bad gas sands, and of a good and bad
oil sands, were compared. Geological parameters were changed in accordance with depositional
models, and petrophysical parameters were varied according to empirical observations; these
were then used to calibrate the effects of porosity changes, mineralogy, and fluid type. We make
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an attempt at characterizing the seismic response of high permeability sands and to identify them
seismically. This is done by integrating petrophysical data such as empirically derived porosity-
permeability relationships for each facies and by up-scaling petrophysical properties from the
microscale to seismic wavelengths.

(i) Analysis of stacked data

The structural and stratigraphic framework for detailed integrated seismic analyses is
provided by the interpretation of a recent high resolution 3-D seismic survey. Seismic picks of
formation tops based on several well control points, are tied-in to the seismic and correlated
across the field.

Sedimentological analyses indicate that the best reservoirs consist of clean, medium to
coarse grained sands, which were deposited in a high energy, shallow marine environment.
They are characterized by a generally low and blocky gamma ray log response. Lesser quality
reservoir sands consist of micaceous sands, which were deposited under a lower energy marine
environment, and appear as sands with higher and blocky to serrated gamma ray log response.
In general, the reservoir sand sequences are cyclic, with a basal more micaceous layer, gradually
coarsening upward into clean sands at the top.

Stratigraphic relationships relate the energy of the depositional environment to the
cyclicity of the reservoir sands, and can be identified through key petrophysical properties such
as sorting, grain size, and mica content.

(ii) Preliminary pre-stack Modeling

Log and core data are first correlated as shown in figure 4. This provides a calibration of
the well-log derived properties to the rock properties, at the microscale. Velocity dispersion
(Biot, 1956, Winkler, 1985, Liu at al, 1976, O'Connel and Budiansky, 1977, Jones, 1986) can
be neglected to a first order in these sands. The petrophysical information is then integrated
further to yield a synthetic and continuous pseudo-shear velocity record. Elastic parameters at a
log scale of approximately 0.15 m interval are then scaled-up and properly averaged to seismic
frequencies, according to the method of Backus (1962), and long wavelength transversely
isotropic equivalent parameters are derived using Thomsen's (1986) notation.

A series of sensitivity analyses are then carried-out on pre-stack synthetic forward
models. Exact reflection coefficients for transversely isotropic layers are calculated using the
expressions of Daley and Hron (1977). Geological parameters are changed in accordance with
depositional models, and petrophysical parameters are varied according to empirical observations
which are used to calibrate the effects of porosity changes, mica content, and fluid type.
Changes in amplitude responses are observed on the synthetic gathers and compared to the data.
In particular, the A.V.O. responses of good and bad gas sands, and of a good and bad oil sands,
are compared (Gassman, 1951, Gregory, 1976, Domenico, 1976). Because the sediments are
loosely consolidated and exhibit a relatively small amount of diagenesis, we then relate the
;()fc_trmeability of the reservoir sands to the seismic, through porosity and textural information

igure 5).

In a final step, the effects of changes in the petrophysical properties of the seal and its
thickness are assessed. The effects of changes in the amount of transverse isotropy (Wright,
1987, Samec and Blangy, 1990, Thomsen, to be published) induced by fine layering of calcite
cemented "bones" within the reservoir are also evaluated by comparisons of pre-stack responses.
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4. _Conclusions

This work is above all a feasibility study for understanding the effects of parameter
changes on seismic pre-stack responses. A technique was presented to systematically integrate
different kinds of geophysical/geological data, and to quantitatively determine petrophysical
parameters at seismic scales. The technique was then used in sensitivity analyses for the seismic
characterization of a North sea reservoir.
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RECONCILIATION OF DIP DATA AND VSP DATA, AND
THE ILLUMINATION OF WEST TEXAS REEFS

D. McCall, L. Bennett, J. Caldwell
Schlumberger Well Services

Introduction

This paper describes the use of Dip data
(FMS)*
Logging tool in combination with offset-Vertical

from the Formation MicroScanner

Seismic Profile (VSP) data to delineate a small
Pennsylvanian Age carbonate reef buildup in West
Texas. The study includes log data on 3 wells
with VSP data from 2 of the wells. The distance
from Well A to Well B is only 320 feet and the
distance from Well B to Well C is only 200 feet.
In this short distance, the upper reef thickens by
26 feet and the lower reef thickens between 76
and 100 feet.

The combination of FMS Data and offset
VSP data allowed the operator to offset a dry hole
(Well A) and drill a productive oil well at the reef
crest (Well B), 320 feet away.

buildup was identified within the massive reef

A second reef

section. This reef was seen on the offset VSP.
This lower reef was tested as gas productive.

The techniques used are very effective for
locating the upper reef crest since the upper reef
is underneath a shale section resulting in a very

strong seismic reflection. Delineation of the

*Mark of Schlumberger

lower reef is much more difficult since it is
located within the massive carbonate section
where porosity is changing rapidly and little
seismic contrast exists. The complexity of the
problem is apparent since the VSP and synthetic
data do not match except at the upper reef/shale
interface.

Di :

Well A The location for Well A was selected
based on geology and well control. The geologist
believed that a reef was near the location of Well
A. No surface seismic data was available in the
area.

Well A was drilled and the upper reef was
Drill

productive with a trace of hydrocarbons. Based

Stem Tested and found to be water

on the DST results, the operator felt that any
additional reef buildup would be oil productive.

A FMS Log was run in Well A. The dip data
in the shale section directly above the reef
indicated that the reef crest was to the West
Northwest of Well A (285 degrees azimuth).
(Note that the shale - not the erosional reef top -
was used to pick the direction to the crest. Also a
channel sand cuts the shale about 4 feet above the
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reef and the dips in the shale above the channel
sand are not representative of the reef location.)
An offset VSP was run in Well A with the
source located 1380 feet to the West Northwest
(285 degrees azimuth). The VSP data indicated
that the crest of the upper reef was located 320
feet West Northwest of Well A, The location for
A second
reflector within the reef indicated that a second

Well B was selected at this point.

reef (the lower reef, 200 feet below the upper
reef) appeared to be building within the massive
reef section. Based on the VSP it was expected
that the lower reef in Well B would have at least
50 feet of buildup. The FMS data in Well A
showed very little dip in the lower reef zone.
This agreed with the VSP data which showed that
the buildup began about 100 feet from Well A.
Due to the disagreement between the FMS Data
(no significant dip) and the VSP Data (50 feet or
more buildup expected), a Sonic-Density
Synthetic Seismogram was planned for Well B.
(Only Density/Neutron/Induction data were
available in Well A.)

Well B Well B was drilled based on the FMS
and VSP data, 320 feet West Northwest of Well
A. Well B encountered 26 additional feet of
buildup in the upper reef and was oil productive.
The lower reef had 76 feet of additional buildup
and was gas productive. A Synthetic Seismogram
using Sonic and Density data was used to confirm
that the reflections on the VSP were in fact from

the upper and lower reefs.

The FMS log in Well B indicated that Well B
was drilled at the upper reef crest (2 degree dip
was present in the shale just above the reef). The
FMS indicated that the lower reef had about 25
degrees dip and was building rapidly to the North
Northwest (345 degrees azimuth).

Based on the FMS data, an offset VSP was
run in Well B with the source located 1400 feet to
the North Northwest (345 degrees azimuth) of
Well B,

The VSP in Well B showed a very thick upper
reef reflector and it appeared that the lower reef
reflector might have merged into the upper reef
reflector. The upper reef reflector indicated that
the upper reef would thin by 10 to 15 feet, 200
feet North Northwest of Well B.

The VSP data was reprocessed several times
and the final interpretation was that the lower reef
crest may have merged into the lower reef and in
such a case, the crest would be located about 150
feet from Well B. Since Well B was producing, it
was decided to pick the location for Well C 200
feet North Northwest of Well B, expecting to be
slightly north of the crest. Since the lower reef in
Well B was very tight (low porosity) it was hoped
that more porosity would be found on the north
side of the crest.

Well C Well C was drilled 200 feet North-
Northwest of Well B. As predicted, Well C had
14 feet less buildup of the upper reef than Well B.

Contrary to our prediction, the lower reef had
4 feet less buildup of the lower reef but did have
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slightly better porosity than Well B. The FMS
data in the lower reef indicated about 25 degrees
of dip down to the West. Based on the FMS data,
it was concluded that Well C had gone completely
over the crest of the lower reef and that the crest
was approximately midway between he two wells
and slightly East of Well C. Based on the dip
angles we estimate that the crest of the reef would
probably have about 25 feet of additional buildup
from Wells B or C or a total buildup of about 100
feet from Well A. Since Well C had less buildup
in both reefs than Well B, Well C was plugged
and abandoned.

Conclusion

The combination of offset VSP data and FMS
data will allow operators to accurately locate the
crest of carbonate reef structures. In some cases
it may also be possible to locate a reef crest
within a carbonate structure such as the lower reef
in this study. Location of the lower reef is far
more difficult as shown by the lack of agreement
between the VSP and Synthetic seismogram data.
We were unable to fully explain the disagreement
between the synthetic seismogram data and the
VSP data and the disagreement between the two
VSP data sets.

Correlation between wells in carbonate reef
structures is often very difficult. Due to an error
in correlation, the significant buildup of the lower
reef from Well A to Well B was not recognized
until the synthetic seismogram and VSP data were

combined with the log data.

FMS data is very effective for determining the
direction to the crest of a reef, even when only a
few feet of shale is present on top of the reef.
The FMS cannot accurately predict the distance to
the crest.

Once the direction to the crest is known from
the FMS data, an offset VSP can be acquired (in
open hole or cased hole) to determine the distance
to the reef crest.

By combining FMS and VSP data we can
accurately answer the question: Where's the Reef
(Crest)?
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Over large areas of the Gulf of Mexico, one of the major risk factors in hydrocarbon
exploration lies in the presence or absence of an amount of sand adequate to form a
commercial reservoir. It would be of great value if the presence of even small
quantities of sand in an otherwise shale-dominated section could be inferred directly
from seismic data. We propose that situations exist in which a small fraction of sand in
a stratigraphic column can have an interval velocity signature sufficiently out of
proportion to the quantity of sand that the anomaly is identifiable in the relatively low
spatial resolution velocity information obtainable from seismic stacking velocities.

Relationships between sand percentage,
geopressure, and velocity

The association of abnormal pressure with thick, impermeable shale sections has
been recognized for decades. An association of abnormal pressure with low p-wave
velocity has also long been recognized. In the absence of structural control of
sediment dewatering, we will operate under the premise that dewatering, and
consequently abnormal pressure and seismic velocity, are strongly influenced by
stratigraphy, and that anomalies in seismic velocity can be interpreted to be
stratigraphically controlled.

Sand-rich sections tend to be normally pressured, and velocity tends to increase
steadily with depth according to normal compaction trends. Except at very shallow
depths, sands in such sections generally have higher velocities than the associated
shales, so the average velocity of the section might be expected to increase roughly in
proportion to the amount of sand present. Our experience in this situation has been
that the variation in velocity with the percentage of sand in the section is generally too
small to detect through stacking velocity.

In contrast, within sand-poor sections, which are often abnormally pressured, the low
spatial frequency component of interval velocity is strongly influenced by sand
percentage. It is of particular interest that the magnitude of the velocity effect in sand-
poor sections is not, as might intuitively be expected, a linear function of the sand
percentage; much of the velocity effect appears to be due to the first 10-15% net sand
in an interval. Two key observations relevant to this nonlinearity have been made in
many wells. First, at a given depth in a given well, the velocities of sands and shales
tend to be quite similar. Within geopressure, although sands tend to have higher
velocities than shales at similar depths, the difference is far too small for a simple
linear-mixing model to account for the large variations in average velocity observed
between different wells. Second, shale velocities in sand-rich sections often are
higher than shale velocities at comparable depths in sand-poor sections. These
observations suggest that the addition of a relatively small amount of sand to a shale-
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dominated system may enhance the dewatering of the whole system, resulting in a
velocity increase out of proportion to the quantity of sand.

We can summarize, then, that abnormal pressure will tend to develop in the absence
of sufficient sand to allow dewatering of the section. Such an overpressured section
will tend to have a low average p-wave velocity. If even a small quantity of sand is
introd